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Abstract. In this paper, we propose a new control method for the next generation of sailboat autopilots. These new systems will need to manage more actuators to control the hydrofoils, which is going to significantly increase the energy requirements. So, this method is aware of the autopilot power consumption. It uses a model predictive controller to manage the actuators. This controller uses a dynamic model of the actuator, running in real time, to anticipate the future behavior of the system. Once the predictions are made, it determines the future control sequence to apply in order to follow the reference trajectory. To do so, it minimizes a cost function which takes into account two criteria: the precision of the system and the energy. With the proposed control method, skippers can focus on one or the other criterion depending on their goals and the boat’s energy balance. We apply this method to one of the autopilot’s subsystems, namely the rudder control. The electric actuator intervening in this control loop and the load representing the force opposed to its motion are modelled to design the control law. The first results of that method are compared with a standard autopilot. We increase by 40% the precision level and we are able to reduce the consumption by at least 20%. This work provides the first necessary components of a future autopilot that will control the whole appendages to a three-dimensional piloting. Moreover, this type of management is a first step towards possible fossil fuel-free sailboats.
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NOMENCLATURE

\( C_{\text{res}} \) Resistive torque [N m]
\( E \) Span [m]
\( e \) Planform efficiency factor (Oswald coefficient) [-]
\( F_{\text{hydro}} \) Hydrodynamic force [N]
\( F_p \) Lift force [N]
\( F_{\text{res}} \) Resistive force [N]
\( F_t \) Drag force [N]
\( i \) Electric current [A]
\( k_3 \) Proportional coefficient [-]
\( L \) Motor inductance [H]
\( N_p \)  
Prediction horizon [-]

\( p \)  
System input [-]

\( Q_1, Q_2 \)  
Load factor [-]

\( R \)  
Motor resistance [Ω]

\( S \)  
Surface [m²]

\( u \)  
Voltage [V]

\( V \)  
Speed of the incident stream [m s⁻¹]

\( \dot{\theta} \)  
Linear speed [m s⁻¹]

\( x(k) \)  
System state [-]

\( y \)  
System output [°]

\( y_r \)  
System set point [°]

\( \alpha \)  
Angle of attack [rad]

\( \gamma \)  
Linear acceleration [m s²]

\( \delta \)  
System precision [°]

\( \epsilon \)  
Precision constraint [°]

\( \dot{\theta} \)  
Rotation speed [rad s⁻¹]

\( \lambda \)  
Aspect ratio [-]

\( \rho \)  
Water density [kg m⁻³]

MPC  
Model Predictive Control

PID  
Proportional Integral Derivative

LQR  
Linear Quadratic Regulator

1. INTRODUCTION

Over the years, the sailboats designed for ocean races have evolved a great deal in order to gain in performance. The hulls changed to get more powerful profiles and are now composed of the latest-generation composite materials. Foils equip them and thanks to these improvements, the sailboats, initially in a displacement mode, became “flying machines”. Embedded systems are part of these most recent technological developments and evolve into key components to optimize the boat settings (Douguet 2013). They already use and analyze more than one hundred data sensors and are becoming increasingly complex under great performance and safety pressure.

For example, the autopilot, which is basically a control process running on a microcontroller, assists the skipper to steer the sailboat more than 95% of a solo race. Thanks to the autopilot system, the skipper can focus all his/her attention on sail trim and free up more time to refine tactical elements or for media communications. So, it has become an indispensable element of a solo race. An autopilot is composed of two control loops, the heading/attitude control and the rudder angle control (Figure 1).

To enable a quasi-permanent use of the autopilot, the system needs a reliable energy supply around the clock. However, energy resources are limited on board. They have a few renewable energy producers (solar panel, wind turbine, etc.), but they can meet the boat needs only under specific weather conditions. They have a finite quantity of fuel that can recharge a battery set but they try to gain in performance by minimizing the weight which means reducing the fuel volume.

With the arrival of the new hydrofoil sailboats, the next generation autopilot will need to manage more actuators to control all these appendages. It is going to increase the computing and energy requirements. So, taking into account the energy criterion in the control laws and optimize its use is becoming mandatory to increase the number of managed actuators, to move towards a sailboat without fossil fuel and to guarantee skipper safety.
Currently, the methods available in the scientific literature don’t pay attention to the autopilot power consumption (Shi et al. 2017; Tomera 2010). They focus only on the boat performance and safety by improving the reactivity, the robustness or the adaptability of the system in a complex environment. As seen previously, to be able to manage the new hydrofoil sailboats, what is really needed is an autopilot which can adapt its control law to the energy constraints linked to the offshore sailing race environment. So, in this paper, we propose a new control method aware of the autopilot power consumption.

The first section includes a set of today’s autopilot control laws. The second section explains our control method which is aware of the power consumption, its principle and setting up. In the last section, the rudder control case study is entirely detailed (models, control tuning and results). Finally, a summary of the main concepts of the paper and a concise presentation of the future prospects end this document.

2. AUTOPILOT CONTROL LAWS

Many laws exist in the field of drive control and a lot of them have been tested for autopilot systems. Some of them are presented in this section.

2.1. In the sailboat industry

According to some skippers’ feedback about the autopilots currently on the market, it is regularly necessary to adjust the gains/settings in function of the sailing conditions. In fact, the implemented control laws used in the sailing domain remain quite simple and only one tuning can’t adapt to every sailing condition. These are usually PID controllers. As a reminder, a PID controller (Proportional Integral Derivative) acts in function of the error value as the difference between a set point and a measured signal. It applies a correction based on Proportional, Integral and Derivative terms (Figure 2). So, this method is based only on measuring and calculating the error and not on the knowledge of the system behavior. It can perform well within some industrial environments and appears to be conceptually intuitive but its tuning can be difficult if opposing objectives such reactivity and high stability are to be achieved (Ang et al. 2005). Some PID configuration methods exist (Ziegler-Nichols, Nyquist, etc.) but they can be difficult to apply to a sailboat because they need to have an observation and a characterization of the system answer to an excitation. Moreover, the boat operates in a complex and uncertain environment, the skipper often needs to modify the controller gains in navigation to match the sailing conditions.
The autopilot control is a complex problem and various scientific studies looked into the problem to improve it. The next section details some of them.

2.2. In the areas of research

Most of the scientific studies focus on ships or sailing robots which don’t have the same steering responses under stress. Only a few are interested in the sailboat, a complex system severely disrupted by the two uncertain environments where it operates, water and air environments.

A significant part of these studies tries to reproduce the human behavior, namely the sensations at the helm in order to adapt to any situation, by means of artificial intelligence methods. For instance, Tiano et al. (2001) draws on neural networks to design a course-keeping autopilot for a sailboat. Neural networks are based on the concept of black boxes. They need a large amount of data to derive a representative set of the sailboat behavior. However, it can be difficult to obtain these needed data in our case. It is expensive and time-consuming to sail a hydrofoil sailboat, so to log data 24 hours a day, 7 days a week. Moreover, they often face the same sailing conditions, the data may not be really diversified. For instance, in the autumn, during an east-west transatlantic trip, the meteorological conditions are often of northwest wind type and can be the same during all the crossing. In this case, the system will only collect a few points of sail (upwind, reaching) despite a crossing of several days. So, the system will only learn this behavior and will not be able to pilot the boat for other conditions (close hauled, downwind, etc.). This option, at this stage, is not possible because it is not supervised. An unknown situation, which has not been noticed previously by the neural network, can lead to unsafe behavior. For instance, if the wind increases sharply, the boat can be overpowered, and the skipper must release the sheets to lighten the boat. If he/she doesn’t have the time because he is sleeping or engaged in some other task and if the autopilot behaves in the same way as usual, the boat can capsize and even finally overturn if it is a multihull.

Other studies focus on fuzzy and adaptive fuzzy control (Velagic et al. 2003), a method widely used in the field of control systems and beyond (robotics, air control, meteorology, etc.). This control method is based on fuzzy logic which aims to approach to the flexibility of human reasoning. It allows the events to be partially true or false, it is not binary. Alternative methods, neural networks as noted above or genetic algorithms, can adopt the same behavior as fuzzy logic in many cases. But its key advantage is that its expression is easily understandable by humans, they can use their experience to tune the control laws. The difficulty of this approach lies in the definition of the membership functions and the defuzzification process (data fusion and parameters transformation into digital data). Zimmermann (1996) explains that in his book.
Sliding mode controllers are also frequently used in the state of the art because they are known to provide a robust control. They are based on a variable structure control method and can switch from one continuous law to another in order to adapt to the dynamic behavior of nonlinear systems. However, the robustness, inherent to this method in order to face model uncertainties and external perturbations, is heavily dependent on the parameter tuning which must adapt to any sailing condition. It is tedious and time-consuming and there is no guarantee that the result is an optimal solution. To address this issue, McGookin et al. (2000) proposes using genetic algorithms to optimize the tuning of a sliding mode controller of a ship autopilot.

The H-infinity control uses optimization techniques to get a robust control. This method minimizes the effect of the system’s input/output. It minimizes the maximum possible loss in the frequency domain, or in other words, its control input enables the system to amplify the energy of the input signal as much as possible to achieve the desired state. This control method is used for rudder roll stabilization (Robert 2008) and track-keeping design for ships (Alfi et al. 2015).

Model Predictive Control (MPC) also uses optimization techniques. The main advantage of MPC control is its capacity to make a prediction on the future trajectory in order to optimize the current control input. McGookin et al., (2008) compares the sliding mode control with a MPC controller in another study and demonstrates that MPC is more efficient and reliable. By minimizing the cost function which represents the heading error, it performs better than the sliding mode control. Moreover, this control method enables to take into account actuators and trajectory constraints to address the physical limits of the system (e.g. rudder’s mechanical stop). The study’s team notices a safer steering behavior and an increase in actuator life.

All the reviewed studies focus on the improvement of tracking and control algorithms. The impact of these control laws on the energy consumption is rarely addressed. The power allocated in control is sometimes even oversized to assure track-keeping. Only a few studies about sailing robots take an interest in energy resources (Briere 2011) but the scale and the constraints are far from comparable to real sailboats. The control method explained in this paper proposes a first approach to answer this lack.

3. PROPOSED CONTROL LAW

The proposed control law is based on MPC. This control method is selected because

- the main idea is intuitive and easy to understand;
- it expresses optimality concerns;
- it enables to handle constraints on the state and on the control input;
- it prevents any excessive fluctuations in the manipulated variables, the control output is smoother. It enables a better use of the actuators (rams, valves, motors), so their life time is increased;
- in case of measurable disturbances, the system can automatically adapt.

MPC can be used to control complex systems with multiple inputs/outputs. This method is particularly interesting for systems with significant delays, inverted responses or with a large number of external disturbances (Lewis et al. 2012). This corresponds to the sailboat case which has delays due to the boat inertia and a lot of external disturbances such as wind and sea state. The fundamental idea of this method is that it is built on a mathematical model of the process to control. It enables to predict the behavior of the system. It is a feedback implementation of optimal control using finite prediction horizon and online computation. At each sampling period (Figure 3), the controller:

- computes the predictions of the controlled variables for a given time horizon thanks to the internal model, it is based on measurements obtained at time t0;
- develops a reference trajectory to follow;
- following this trajectory, determines the next control sequence to apply to the system to reach the set point. In order to ensure this, the controller seeks to minimize a cost function which differs depending on the application. Usually, this function includes quadratic errors between the reference trajectory and the predictions for the control horizon as well as the control input variations to reduce the risk of instability;
- applies the beginning of the control strategy until the next decision instant.

![Figure 3: Principle of Model Predictive Control](By Martin Behrendt via Wikimedia Commons)

The main users of the predictive control are oil refineries, agri-food industries, aerospace and car industries, etc. MPC also shows a good level of performance in ship’s applications (Li et al. 2012). It enables a greater freedom to define control objectives and constraints. The hard task in the case of sailing is to adapt this control method to a much more complex behavior and to define a cost function to minimize which achieves a good level of precision and performance while taking into account the power consumption.

The cost function enables to have a scalar representation of an event. Thus, it transcribes again one or more costs associated with this event that the controller is going to minimize through this representative function.

The optimization problem $P(x(k))$ to solve is defined as:

$$\forall k \in \mathbb{N}, \ x(k) \in \mathbb{R}^3 \quad P(x(k)) : \min_{u} \{ V(x(k), u) \mid u \in U(x(k)) \}$$

(1)

$V(x(k), u)$: a cost function to minimize
$u$: the control variable
$U$: a set of admissible values

So, the function $V$ is minimized by modifying the variable $u$ under the constraint $u \in U$. This control shape could suggest a classic LQR (Linear Quadratic Regulator) problem but since it involves inequalities constraints and a finite horizon, it requires a more specific solution approach.

The discretization of the system enables to define a given prediction horizon $N_p$. 
In Tréhin et al. (2019), we proposed to define a cost function taking into account two separate criteria. Then, these criteria are minimized jointly. These are the precision and the energy used by the system:

- **Criteria 1**  
  **Precision:** square error minimization  
  \[ V_1(x(k), p) = \sum_{n=1}^{N_p} \| y(k + n, p) - y_r(k + n) \|^2_{Q_1} \]  
  (2)

- **Criteria 2**  
  **Energy:** power consumption minimization over the time horizon  
  \[ V_2(x(k), p) = \sum_{n=1}^{N_p} i(k + n, p) \cdot u(k + n - 1, p)_{Q_2} \]  
  (3)

\( y \): system output  
\( y_r \): system set point  
\( i \): electric current [A]  
\( u \): voltage [V]  
\( x(k) \): system state  
\( p \): system input  
\( Q_1, Q_2 \): load factor

The variables \( y, i \) and \( u \) are, in practice, estimated using the mathematical model of the process.

However, having set out this problem for optimization experts, we realize that this formulation can be improved. In fact, there is no precision guarantee with this criterion. It only minimizes the mean square error. Moreover, it uses a compensatory logic. The solution can have a satisfactory weighted sum but it still can be unacceptable because too imbalanced (e.g. a very low consumption with a bad precision result). Besides, the weighting choice can be difficult because the two criteria have different units. Their weighted sum has no physical interpretation which may lead to control decisions that may not be satisfactory.

To mitigate these weak points, the problem is reframed to use the epsilon-constraint method. This method is well known in the multi-objective optimization area (Cho et al. 2017, Ergott 2004)

- **Precision constraint**
  \[ \delta(k + n) \leq \varepsilon \]  
  \[ \forall n \in \{1, ..., N_p\} \]  
  \[ y(k + n) - y_r(k + n) \leq \delta(k + n) \]  
  (4)
  \[ y_r(k + n) - y(k + n) \leq \delta(k + n) \]

- **Cost function**
  \[ \min_u \sum_{n} u(k + n - 1) \cdot i(k + n) \]  
  (5)

\( \delta \): system precision [°]  
\( \varepsilon \): precision constraint [°]  
\( i \): electric current [A]  
\( u \): voltage [V]  
\( y \): system output [°]  
\( y_r \): system set point [°]  
\( N_p \): prediction horizon

This epsilon-constraint definition enables to assure that the error doesn’t go over a maximum limit fixed by the designer (e.g. 10° degree). The system is completely controlled and the skipper is
safe. The minimization focuses only on energy consumption. It simplifies the optimization problem so it increases the solution speed and enables to meet the specified time constraints.

However, if it is physically impossible to meet the precision constraint over the prediction horizon, the problem has no solution. It is necessary to pretest the target feasibility. The optimization problem becomes:

- **Target pretest**
  
  If \( |y(k) - y_r(k)| \leq Np.\Delta_{max} \)
  
  \( \mu = 1 \)  
  
  Else
  
  \( \mu = 0 \)

If the error of the system \( |y(k) - y_r(k)| \) is lower than the largest mechanically possible displacement, the minimization problem will focus on the energy consumption to reach the set point. If the error is too large, it means that the system can’t reach the set point within the allocated time. So the main problem will focus on the precision, it will be an error minimization. This test doesn’t require powerful computing resources and ensures that the problem is resolvable.

- **Precision constraint**
  
  \( \delta(k + n) \leq \varepsilon + (1 - \mu).M \)
  
  \( \forall n \in \{1, ..., Np\}, M \in \mathbb{R} \)
  
  \( y(k + n) - y_r(k + n) \leq \delta(k + n) \)  
  
  \( y_r(k + n) - y(k + n) \leq \delta(k + n) \)

The error of the system must be below the precision constraint \( \varepsilon \). This constraint can be relaxed when \( \mu = 0 \) thanks to \( M \), a high value constant.

- **Cost function**
  
  \[ \min_u \left( (1 - \mu) \sum_n \delta(k + n) + \mu \sum_n u(k + n - 1).i(k + n) \right) \]

The minimization is still according to only one criterion thanks to the \( \mu \) parameter.

The load factor concept used in the previous optimization problem enabled to tune the controller to reduce power consumption according to the battery level. This epsilon-constraint approach formulation has an analog feature, as the precision constraint is enforced only when necessary.

4. **CASE STUDY: RUDDER CONTROL**

With a bottom-up approach, the first step to obtain an energy aware control is to optimize the rudder motions (Figure 1: Autopilot control loops). In fact, the performance of a sailboat is highly dependent on how the rudder is controlled in order to move with minimum disturbances (wind shift, unnecessary rudder movements, jolts, etc.). So, before going more into the details of the heading control, it appears important to optimize the rudder movements in order to go into the lowest possible power mode, while also fulfilling precision, robustness and reactivity criteria. Let’s introduce a case study of a model predictive energy aware control, the rudder control.
4.1 System model

As described in the previous section, the controller is based on a mathematical description of the process. The system model consists of two subsets (Figure 4): an electric actuator model (the electric ram) and a load model (the opposing force to the ram motion). It should be noted that the controller can be designed without this second model, considering the load as a system disturbance.

Figure 4: System model

4.1.1 Electric actuator model

The electric actuator is composed of four subsets (Figure 4):

- a DC motor (Direct Current motor) which is characterized by its inertia $J_m$, torque constant $K_c$, EMF (Electromagnetic Field) constant $K_e$, inductance $L$, resistance $R$, friction coefficient $b$ “Aung (2007)”

\[
\begin{align*}
J_m \ddot{\theta}_m &= -b \dot{\theta}_m + K_c i - C_{res} \\
Li + Ri &= -K_e \dot{\theta}_m + u
\end{align*}
\]

(9)

$\dot{\theta}_m$ rotation speed, $i$ electric current, $C_{res}$ resistive torque, $u$ voltage

- a reducer modelled by its reduction ratio $r$, efficiency $N_r$

\[
\begin{align*}
\dot{\theta}_r &= r \dot{\theta}_m \\
C_{res_{aut}} &= \frac{r}{N_r} C_{res_{in}}
\end{align*}
\]

(10)

$\dot{\theta}_r$ rotation speed, $C_{res}$ resistive torque

- a lead-screw system which is represented by the screw inertia $J_v$, screw thread $p$ and efficiency $N_v$

\[
\begin{align*}
\dot{\vartheta} &= \frac{p}{2\pi} \dot{\theta}_r \\
C_{res} &= J_v \dot{\theta}_r + \frac{p}{2\pi N_v} F_{res}
\end{align*}
\]

(11)

$\vartheta$ linear speed, $F_{res}$ resistive force
- a rod characterized by its mass \( M_c \)

\[
F_{\text{res}} = M_c y + F_{\text{ext}}
\]

(12)

\( y \) linear acceleration, \( F_{\text{ext}} \) resistive force

The accumulation of backlash in the linkage are represented by backlash on the lifting motion of the rod. It is modelled by a hysteresis which is only applied for a certain range of force and motion conditions. These conditions can boost or reduce even erase the backlash.

Moreover, the system is irreversible. That means only the motor can act on the rod of the actuator, a load force on the rod alone cannot cause a motion. This irreversible nature is represented thanks to torque’s adjustments.

4.1.2 Load model

The load model enables to estimate the mechanical power that the actuator will need to generate to move the rudder instead of experiencing this load as a disturbance. This mechanical power is directly related to the electric power consumed by the motor. By predicting the needed effort, the controller can anticipate the motion, it enables to improve the energy performance of the control significantly. This load model is composed of three sub-functions:

- a function of heel correction.

When the boat is heeling, as shown in the left part of Figure 5, the “neutral” angle which enables the boat to go straight ahead varies. In this figure, the data come from real navigation logs, they are not the result of simulations. They illustrate how the rudder angle varies in function of the heel in order to go straight ahead. The heel depends on the sailing conditions (sea state, wind, etc.), that is why we can observe a heel angle of 15 degrees with a rudder angle of 6 degrees. In this case, the boat is in upwind sailing on the port tack (true wind angle -42°). You can see that the boat has a constant heading with a rudder angle which oscillates around -6 degrees. It strikes a balance with a rudder angle different from 0 degree. This variation greatly affects the load calculation. So, this function enables the determination of the influence of the heel on the load calculation and to apply a correction offset.

- a function of load calculation

The function of load calculation is mainly a computation of hydrodynamic forces. The load related to the added mass is considered to be negligible. The thin foil theory is behind this computation.

\[
\overline{F_{\text{hydro}}} = \overline{F_p} + \overline{F_t} \quad \text{with} \quad \begin{cases} F_p = \frac{1}{2} \rho V^2 S C_p \\ F_t = \frac{1}{2} \rho V^2 S C_t \end{cases}
\]

(13)
The lift $C_p$ and drag $C_t$ coefficients are defined as follows:

\[
\begin{align*}
C_p &= k_\lambda \alpha \\
C_t &= \frac{C_p^2}{\pi \lambda e} \\
\end{align*}
\]

with $k_\lambda = \frac{2\pi}{1+\frac{\lambda}{\lambda}}$ and $\lambda = \frac{E^2}{S}$

\(14\)

$F_{\text{hydro}}$: hydrodynamic force [N]

$F_p$: lift force [N]

$F_t$: drag force [N]

$\rho$: water density [kg $m^{-3}$]

$S$: Surface [$m^2$]

$E$: span [m]

$\lambda$: aspect ratio

$k_\lambda$: proportional coefficient

$\alpha$: angle of attack [rad]

$V$: speed of the incident stream [$m \ s^{-1}$]

$e$: planform efficiency factor (Oswald's coefficient)

In this model, the angle of attack $\alpha$ and the speed $V$ of the incident stream depend on the boat speed, the rudder angle and the rotation speed of the rudder.

- a function of force transmission

This function enables to calculate the force that acts on the actuator rod from the moment applied on the rudder’s arm and the kinematic chain between these two points. It is based on solid mechanics. Figure 6 shows the rudder mechanism. The load is applied at points O" or O‴ of the rudder and transmitted to the electric actuator via the connecting bars. The vector “Force” represents the image of this load applied at point A (the point where the actuator is fixed).
Figure 6: Rudder mechanism

Figure 7: Results of the load model
This load model is validated thanks to the instrumentaion of a sailboat. As shown in the graph above (Figure 7), the load simulation from the boat's log enables a precision of +/- 20%. The actual load corresponds to a load cell measurement installed on the boat. This precision is sufficient because the load dynamic of our model corresponds to the reality. The margin of error is treated as a disturbance. This model could be improved by adding a sea state representation.

4.2 Movements representation

Moreover, all angular movements of the rudder are converted into linear movements of the rod (Figure 8) using the following function:

\[ d = \sqrt{l^2 + L^2 - 2ll \cos(\theta + \gamma_0)} \]  

with \[ \gamma_0 = \cos^{-1}\left(\frac{l^2 + L^2 - d^2}{2ll}\right) \]

In fact, the control is carried out on the linear position of the rod and not on the angular position of the rudder to evade the non-linearity related to the boat installation.

So, the mathematical model for the controller design is stated. This controller is implemented into a digital system; therefore, it is necessary to discretize the model to proceed to the controller design. The selection of the discretization step must take into account the dynamic of the system to control as the selection of the controller settings.

4.3 Settings

Two tuning descriptions are detailed in this section: the prediction horizon and the control frequency. They enable the controller to properly understand the system behavior and to not miss any important event. The mis-set of these parameters can change the dynamics of control completely and cause system instabilities.
- The tuning of the prediction horizon

A too short horizon can lead to a system instability. To ensure stability, there is a need to respect a minimum horizon or to reduce the state vector. However, the latter solution means suboptimal control to initial requirements. On the contrary, a too long horizon can lead to an overload of the device which won’t meet the real-time conditions. To offset this problem, reduced dimensional parametrization methods can conciliate a low number of degrees of freedom and a long prediction horizon that may be necessary for stability (Lewis et al. 2012). In order to not oversize the prediction horizon to ensure stability and to best adapt to every boat, frequency studies made for each sailboat category enable to guide the horizon selection. To do that, an averaged periodogram is used to estimate the power spectral density of the rudder angle. This rudder angle corresponds to the autopilot order in response to the sailboats movements (Figure 9). These studies show a correlation between the appropriate horizon length and the boat’s inertia i.e. its response to an event. For instance, an IMOCA (60ft) needs a longer prediction horizon than a “small” trimaran (24ft) to have an optimal control. In fact, the graph shows that the IMOCA has a lower range of frequency due to its greater inertia (Figure 9). The trimaran is more responsive.

![Rudder order PSD - Trimaran 24ft sailboat](image)

![Rudder order PSD - IMOCA sailboat](image)

**Figure 9: Power spectral density for rudder angle order measurements**

- The tuning of the prediction/control frequency

The right choice of prediction/control frequency enables not to miss any system event and to respond accordingly. In this case study, the events relating to the electric behavior are the most critical because they have the highest dynamics. So, this frequency must be adjusted according to the electric time constant of the motor in order to be able to track the current peaks. This time constant is defined as:

\[
\tau_{elec} = \frac{L}{R}
\]

(16)

$L$ motor inductance, $R$ motor resistance

So, the prediction/control frequency must be of the same order of magnitude as this electric time constant depends on the motor characteristics.
4.4 Control results

In order to test the control method, the performance of various controller tunings is compared in a realistic simulation environment (Figure 10). As a reminder, the objective is to design and test rudder control. The simulation environment is based on the models which are described in the first part of this case study.

![Diagram of simulation environment]

**Figure 10: Simulation environment**
The simulation inputs are derived from logs coming from real navigations. Series of simulation of navigation (5min) are run with various precision constraints to observe the impact on consumption. As a reminder, the cost function to minimize is defined as:

\[
(1 - \mu) \sum_n \delta(k + n) + \mu \sum_n u(k + n - 1).i(k + n)
\]

(17)

\(\delta(k)\): system precision [°]

\(i (k)\): electric current [A]

\(u(k)\): voltage [V]

\(\mu\): target pretest result

4.5 Tuning results

Figure 11 shows the results for various prediction horizons and frequencies. Changing the precision constraint enables to draw a Pareto Front for each tuning. In this figure, the quadratic error represents the system precision. It is used in order to penalize large errors. A prediction horizon sets to 0.05s and a frequency to 400Hz seems to give the best performance results for this sailboat. As underlined in the table, this tuning gives the best precision for about the same energy consumption.

![Figure 11: Tuning results - Pareto Front](image)

**Table 12: Energy & Quadratic error**

<table>
<thead>
<tr>
<th>Controller</th>
<th>Energy (W.min)</th>
<th>Quadratic Error (°°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100Hz – 0.05s</td>
<td>16.94</td>
<td>0.69</td>
</tr>
<tr>
<td>200Hz – 0.05s</td>
<td>15.56</td>
<td>0.68</td>
</tr>
<tr>
<td>300Hz – 0.05s</td>
<td>15.28</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>400Hz – 0.05s</strong></td>
<td><strong>15.01</strong></td>
<td><strong>0.66</strong></td>
</tr>
<tr>
<td>500Hz – 0.05s</td>
<td>14.87</td>
<td>0.73</td>
</tr>
</tbody>
</table>
4.6 MPC control results

The settings of the MPC controller are now fixed. We can compare its results with one control law coming from the state of the art, a Proportional Integral controller (Figure 12). The PI settings roughly correspond to those which are implemented in the standard autopilots. To obtain these data, we make 4 simulations based on navigations log:

- PI control simulation
- MPC control simulation ($\varepsilon = 0.1$)
- MPC control simulation ($\varepsilon = 0.3$)
- MPC control simulation ($\varepsilon = 0.7$)

The ($\varepsilon = 0.1$) simulation shows a better precision level than the PI control. However, a great precision leads to an increase of energy consumption. In fact, it moves the rudder in a more reactive way. For about the same power consumption as the PI, the ($\varepsilon = 0.3$) simulation still gives a better precision (+45%). Finally, in the ($\varepsilon = 0.7$) simulation, the MPC control enables a better precision than the PI control with a reduced power consumption (-25%). It moves the rudder into the lowest possible power mode. These simulation settings are intended to be as realistic as possible. They use real sensor data and autopilot orders as inputs to compute the actuator responses. They are based on real actuator characteristics. Thanks to our environment and actuator simulation, the results in a real case should be close to these simulation results. Of course, only a real experiment could confirm these hypotheses which will be tested as soon as possible on a real hydrofoil sailboat.

Based on its knowledge of the system, the MPC control does more than driving the rudder from point A to point B, it uses the best way with the most appropriate speed and acceleration which reduce the energy consumption. In the case of a lack of power on board, the skipper (or the embedded system) can change online the load factor that means moving a cursor corresponding to the power he wants to allocate to the steering. The limits of the cursor are defined in advance in order to prevent a system divergence. To do so, the feasibility of the cost function minimization is checked at each bound.

All the conventional feedback design techniques are not compared with the MPC control in this study for lack of time. Some comparisons can be found in the state of the art (ex: McGookin et al. (2008)). This study approach aims to test a new control method which is not used in the sailing area but largely known in aviation, ever closer to our activities. In fact, the aviation area concerns the same actuators (rudder, flap, elevator, etc.) and the same attitude control issues as the hydrofoiling control. These results are encouraging. The MPC control puts a physical problem in mathematical form thanks to one equation. Other conventional methods would address this issue in many parts as velocity gain scheduling, integrator anti-windup or dead bands.
5. CONCLUSION

Our main goal is to design an energy aware autopilot for a heading and foil dynamic control. To answer this problem, in this paper, we propose a new control method which is aware of the energy consumption. This control method is based on a MPC controller which minimizes a cost function taking into account two criteria: the square error and the energy consumption. It makes a prediction of the system behavior from an electric actuator model and a load model. This control method is then applied on a rudder control. In fact, this control loop is the first step to completely manage the autopilot system and its energy. For the same energy consumption as a PI controller, we increase by 45\% the precision level or we are able to reduce the consumption by at least 25\%. This controller optimizes the use of the energy onboard to steer the boat. It can be tuned online to reduce the power consumption according to the battery level. We believe that the energy consumption results shown in this paper will be difficult to improve if we focus only on the rudder control. Maybe, they could be enhanced by working on a new cost function formulation or a new solver but it would be a lot of work for an improvement of a few percent. This solution seems to be a good compromise for the moment. However, the energy gain could be increased by working on the heading/attitude control loop represented in Figure 1. The entire autopilot system would be energy aware. We decided not to extend this study further in the hydrofoiling case because we don’t have enough background to compare our results to an existing system. In fact, this is the beginning of hydrofoil control and it is difficult to obtain data coming from a controlled hydrofoil sailboat. The next step, in the medium term, will be the coding of the method in order to enter it onto the target architecture. Then, we will have to develop a hydrofoil control law which uses this method to manage the actuators. The first step for a complete flight control is the development of a flight stabilization system which is aware of the available energy on board. It will be tested in the simulation as this optimization method before being implemented in a real hydrofoil sailboat. After these experiments, we will have enough data to extend this article to the hydrofoiling case.
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