ITEMS Digital Module 03: Nonparametric Item Response Theory

This document contains all core content slides from sections 1-4 with the
exception of slides that show video screens. In the digital module all
slides can be accessed individually.

Module Organization

The module starts with an introductory section that leads to the main menu

from which learners can select individual content and activity sections:

Scaling Principles \ o

[10 Minutes] \W
Or wed EXding
20 Minutes]
Mokken Models A  EE————
[10 Minutes] , <
6 Data ity 9
[30 Min. ! =3
Recent Extensions .. 2
[10 Minutes] :
Quizzes
Minutes] /
04 Data Analysis y

[15 Minutes]

This slide deck covers only the four content sections. ]
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DMO3 SLIDES (Version 1.3)

1. Module Overview

1.1 Module Cover (START)

NCME B

ITEMS Module

] ‘\ Nonparametric

Item Response Theory

Version 1.3
- CORE SLIDES -

Sept. 24, 2019
., Document

Instructors Get Started Designers

Stefanie Wind
University of Alabama

DMO03: Nonparametric IRT 2/78

Core Slides



1.3 Designers

Meet the instructional design team:

Special thanks:

\ ETS)
‘ |

NCME:

André A. Rupp XiLu
ETS Florida State
University

1.4 Welcome

Welcome to the
ITEMS Module!

The woman to the left is Laura!l

Along with the content developer
she will be guiding you through
the module content.
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Untitled Layer 1 (Slide Layer)

1.5 Overview

Hello %LearnerName2%!
Thank you for your interest in
this ITEMS module!

The module has a theory and a
practice section with quiz
questions and interactive data-
- driven exercises.

In the player menu the slides
for all sections can be accessed
individually along with resources §
and a glossary.

/

DMO3: Nonparametric IRT

Welcome to the
ITEMS Module!

The woman to the left is Laura!

Along with the content developer
she will be guiding you through
the module content.

In this module you will learn about
nonparametric IRT or Mokken
scale analysis.

You can navigate freely through
the sections but we recommend

taking them in sequence if you
are new to this area of work.

i

Advance to the next slide to get
started and look at the audience
description!

|\ i\
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1.6 Target Audience

Target Audience

Anyone who would like a gentle statistical introduction to this topic:

( graduate students and faculty in Master’s, Ph.D., or certificate programs\
* psychometricians and other measurement professionals

+ data scientists / analysts

+ research assistants or research scientists

» technical project directors

\- assessment developers )

However, we hope that you find the information in this module useful no
matter what your official title or role in an organization is!

1.7 Expecations ()

Let’s discuss expectations....
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1.8 Expectations (1)

MW

A‘ p ,*: b
Now it ¥
%
st )

volume 5

KlaasNijivma
o W. Molenaar

1.9 Learning Objectives

Learning Objectives

4 aYd ™y
| Understand the relationship between v Perform real-data analyses with
parametric and nonparametric IRT models computational routines in R
n Understand the key differences between v Estimate scaling coefficients and
the two core nonparametric models conduct hypothesis tests with them
I Understand the key ideas of " Apply best practices for item
extensions of nenparametric models analysis within a nonparametric
. JL framework J
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1.10 Prerequisites

+ Standard errors

.

* Working knowledge of foundational statistical concepts:
* Means, variances, and standard deviations

= Statistical hypothesis testing, specifically t-tests

\

* ltem / task types

* Scales and scale scores
k * Basic aspects of assessment development

f * Working knowledge of foundational measurement concepts:

= Construct definitions / latent variables
« Assessment formats

J
™\

Y

* Optional: Basic experience with R for the practice exercises

Note: Not technically required as introductory videos are provided

v

1.11 Main Menu

Scaling Principles
[10 Minutes]

Mokken Models
[10 Minutes]

Recent Extensions
[10 Minutes]

. Data Analysis

o [15 Minutes]

el EXding.
30 Minutes]

A U
Data ity
[30 Min. 1
A

Quizzes
Minutes]

or

16

This slide deck covers only the four content sections.
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2. Section 1: Scaling Principles

2.1 Cover: Section 1

Section 1:

Scaling

Principles

[10 Minutes]

2.2 Objectives: Section 1

Learning Objectives

. Distinguish between parametric IRT Describe the procedures for
and nonparametric IRT Ill. evaluating the degree to which
responses meet model assumptions
Describe the assumptions for Interpret results from checks of
Il Mokken's models and the A MH and DM model assumptions
implications
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2.3 Topic Selection

'Ta

)
V)
a)
L
~
| .-
|
S
S
~
(S 1S
BN

* —
-
Y
7a)

2.4 Bookmark: Introduction

Introduction
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2.5 Definition: Scaling

Scaling Defined

. The process of assigning

numbers to increasing

levels of performance
on a test

Low

2.6 Learner Objective

Objective 1: Learner Ordering

[ Determine whether learners can be ordered ]

by their total scores

L L JOIS]

Low Achievement 'S ik Achievement
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2.7 Item Objective

Objective 2: Item Ordering

Determine whether items can be ordered the same way
for all test-takers

..
‘a

Easy Inmaaesssss—m) Hard

2.8 Scaling Approaches

Response-Centered Approach

Subject- Item-

SR High Achievin 4\ Difficult )
o i

Centered Centered
Approach Approach
Focus is on Focus is on

locating learners

locating items
on a scale that
represents a

on a scale that
represents a
construct Low construct

@ OO0

Nt Low Achieving\b Easy J —’

[ Focus is on locating learners and items simultaneously on a scale l
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2.9 Scaling Steps

Scaling Steps

v|'5553 ( Ordinal Scores \
v]*cess A = of Y Items
v|'ccaes Scoring Rules Learners
X *6eés 1(2(3|4|5] sum
X *55S5a
1 1]11{1]0|0| 3
Nominal Responses 2 111 o4 2
3 T11(1]1]1 5
4 1]0{1]0]|1 3
Sum 4131411(3
Non-parametric IRT
Parametric [RT Ordered
No Transformation Learners &
Interval Measures Itemns

2.10 Framework Selection

Parametric Nonparametric
IRT IRT
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2.11 Item Response Function (IRF)

Item-Response Function (IRF)

IRT models are classified
- based on assumptions or
Probability for . )
S requirements about this
of response relationship

>

\ J Location on the construct variable

2.12 Parametric IRT

Model Types

L The functional relationship between the probability for a response and the laten
variable — the item response function (IRF) — must conform to a pre-specified
shape

—

*  Two common choices for the IRF are the logistic and the probit function

( Depending on the model that is chosen different item parameters are availabm
influence the shape of the function within and across items:

v"  One-parameter [ Rasch model: Difficulty
v" Two-parameter model: Difficulty, Discrimination
k v"  Three-parameter model: Difficulty, Discrimination, Guessingj
One-parameter Two-parameter Three-parameter
/ Rasch Model Model Model
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2.13 One-parameter Model

One-parameter Logistic (1PL) / Rasch Model

Difficulty
Parameter

\
- exp(6,-5)

£ 6= 1+exp(}9,. -3,

0.5

Latent
T T T T T T T Variable

One-parameter Two-parameter Three-parameter
/ Rasch Model Model Model

0.0

Probability of a Correct Responh
1.0
1

2.14 Two-parameter Model

Two-parameter Logistic (2PL) Model

=i \ ( Difficulty \

Parameter

N
) P ) = exp(a,(6,-5,))
T Lvexpla,(6,-6))

g . Discrimination Latent

T T T T T T T \ Parameter Variaby
3 2 4 0 1 2 3

( Probability of a Correct Responsa\
0.5

One-parameter Two-parameter Three-parameter
/ Rasch Model Madel Model
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2.15 Three-parameter Model

Three-parameter Logistic (3PL) Model

e 2
§' " ( Difficulty
:.f Pseudo-guessing Parameter
g Parameter
§ 3 exp(a, (8 -8
3 3+ BO)= 2+ (208
S 1+exp(e, (8,-6,)
2
§ Discrimination Latent
E 3 - k Parameter Variable
T T T T T T T
3 2 1 0 1 2 3

\ Ability /
One-parameter Two-parameter Three-parameter
/ Rasch Model Meodel Model

2.16 Nonparametric IRT

Nonparametric Item-Response Theory

1.0

The shape of the item
response function is
not specified by
parameters in an
algebraic formula

Probability of a Correct Response
0.5
1

0.0

1 1 T

T 1T T T T 1
12 3 45 6 7 8 910

Restscore Groups
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2.17 Framework Comparisons

Comparison of IRT Approaches

Parametric IRT Non-parametric IRT
Primary Analytic Method Secondary Analytic Method
Large-scale Applications Small-scale Applications

Interval-level Measurement Ordinal-level Measurement
Closed-form Expressions No Closed-form Expressions
Stronger Assumptions Weaker Assumptions
Larger Samples Smaller Samples
Easily Extendable Limited Extensions
Common Software Specialized Software

2.18 Comparison 1

CETETN T Nonparametric IRT

The primary analytic method of | A useful alternative for smaller-
choice for large-scale scale research studies and for
assessment applications pilot data analyses
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2.19 Comparison 2

Parametric IRT Nonparametric IRT

Necessary when parameters
are needed for form
equating, item banking, and
adaptive assessment

Can be used in cases when
simpler test procedures are
sufficient

2.20 Comparison 3

Parametric IRT Nonparametric IRT

Necessary when follow-up
analyses require interval level of
measurement

Can be used when follow-up
analyses only require ordinal
level of measurement

DMO03: Nonparametric IRT
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2.21 Comparison 4

Comparison 4

Parametric IRT

Provides closed-form
expressions for item response
curves that yield interpretable

parameters for statistical
inference

Nonparametric IRT

Lack of closed-form expression;
highlights adherence to basic
measurement properties but

without formal parameters

2.22 Comparison 5

Parametric IRT Nonparametric IRT

Requires that several stringent
assumptions hold for estimates
to be reliable and interpretable

Requires less stringent / more
flexible assumptions but allows
for weaker inference

DMO03: Nonparametric IRT
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2.23 Comparison 6

Parametric IRT Nonparametric IRT

Often requires large samples of
students and items

Can be used with small samples
of students and items

2.24 Comparison 7

Parametric IRT Nonparametric IRT

Can be easily extended to
accommodate multiple
dimensions and other complex
data properties

Cannot be easily extended to
include accommodations for
more complex data properties

DMO03: Nonparametric IRT
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2.25 Comparison 8

Parametric IRT Nonparametric IRT

Can be estimated with common | Requires the use of even more
software routines specialized software routines

2.26 Bookmark: Misconceptions

Common
Misconceptions
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2.27 Common Misconceptions

Common Misconceptions

2.28 Misconception 1

Misconception 1

Misconception Reality

Mokken scaling is a This is only true for the
nonparametric version of the dichotomous double
Rasch model monotonicity model

DMO03: Nonparametric IRT 21/78
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2.29 Misconception 2

Misconception 2

Misconception

All response data fit
Mokken models

Reality

Mokken models have relatively
stringent assumptions that are
often violated in practice

2.30 Misconception 3

Misconception 3

. .

Misconception

Mokken scaling is the only type
of nonparametric item response
theory

Reality

There are other approaches to
nonparametric IRT that have
different sets of assumptions

DMO03: Nonparametric IRT
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2.31 Misconception 4

Misconception 4

Misconception Reality

IMokken scaling provides a variety
of indicators of
item quality and person fit

Mokken scaling is too simplistic
to be useful

2.32 Misconception 5

Misconception 5

Misconception Reality

« Methodological & applied
Mokken scaling research
appears frequently in top
educational measurement,
psychology, & statistics
journals

No one uses
Mokken scaling anymore

» R package is available that is
frequently updated
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2.33 Bookmark: Summary

Summary

2.34 Summary: Section 1

Summary
-

7

* MSA is a probabilistic-nonparametric approach to IRT that provides a
systematic framework for evaluating measurement quality in terms of
fundamental measurement properties.

* MSA can be used to explore fundamental measurement properties,
including invariant person and item ordering, when an ordinal level of
measurement is sufficient to inform decisions based on a measurement
procedure.

Y
I\

* MSA is an especially useful approach in contexts in which the underlying
response processes are not well understood such as for measuring
affective variables.

Y

/
¢

* MSA is also useful in contexts in which information about measurement
quality and person and item ordering is needed, but sample sizes are not
sufficient to achieve stable estimates based on parametric IRT models.

f
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2.35 Section 1 Bookend

This is the end of this section.

3. Section 2: Mokken Models

3.1 Cover: Section 2

Section 2:

Mokken
Models

[10 Minutes]
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3.2 Objectives: Section 2

Learning Objectives

Understand each of the four key
* assumptions and their relationships to
assumptions in parametric IRT models

Understand the history of Mokken scale | 111
analysis and its current developments

m Understand the key differences
between the Monotone Homogeneity
and the Double Monotonicity model

v Understand how each assumption can|
be visually evaluated or represented

3.3 Development of Mokken Models

Development of Mokken Models
i )

Mokken Molenaar Computer Continued

R package
proposed two plroposed program reI:a e %‘or research on
models for polytomous | alaased for Mokken

versions f’f Mokken Mol<|!<en scaling with
Mokken’s scaling model

(‘mokken”) extensions

scaling
dichotomous scaling

responses original ("MSP5")
models
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3.4 Model Selection

Monotone Double
Homogeneity (MH) Monotonicity (DM)
Model Model

Section
Summary

3.5 Bookmark: MH Model

Monotone
Homogeneity
Model
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3.6 Learner Objective: MH Model

MH Model: Learner Properties

Determine whether learners can be meaningfully
ordered by their total scores

00OCL@®

Low Achievement "S-k Achievement

3.7 MH Model Assumptions

MH Model: Assumptions

1. Unidimensionality
2. Local Independence
3. Monotonicity
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3.8 Unidemensionality

Assumption 1: Unidimensionality

Responses reflect only one
major underlying dimension

(i.e., construct, latent trait

3.9 Local Independence

Assumption 2: Local Independence

r 3
y |le o
o 0.5 o
© o
° o o
> o o
o )
o
(o]
o o © o™
o &
o
OO
>
X

Low

Ve

No meaningful
(systematic)
relationships

among responses
after controlling for
the major underlying

DMO03: Nonparametric IRT
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3.10 Monotonicity: Dichotomous Items

Assumption 3: Monotonicity (I)

Dichotomous ltem i

1.0

Probability of a Comrect Response
0s

Frrrrrr T
T2 31456780910

Achievement-Level Groups (low to high)

The probability for a correct response is non-decreasing
across increasing levels of achievement

3.11 Monotonicity: Polytomous Items

Assumption 3: Monotonicity (Il)

Polytomous Item j

J

1.0

0.5

—
Probability of X =k

— P(X=1)
-+ P(X=2)
= plam

T T T T T L 1

2 34567 8 910

Achievement-Level Groups (low to high)

The probability for a rating in a particular category is
non-decreasing across increasing levels of achievement
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3.12 Monotonicity: Item Ordering

Assumption 3: Monotonicity (lil)

Dichotomous ltem i

|~

-]
S rrrrT T T T T
123456782910

Polytomous Item j

1.0

Probability of a Correct Response
Probability of X = k

1.2 3 456 7 8 910

Achievement-Level Groups (low to high)
Achievement-Level Groups (low to high)

Learners have the same relative ordering on all of the items

3.13 Bookmark: DM Model

Double
Monotonicity
Model
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3.14 Learner Objective: DM Model

DM Model: Learner Properties

Determine whether learners can be meaningfully
ordered by their total scores

0000 @

Low Achievement ') ;b Achievement

3.15 Item Objective: DM Model

DM Model: Item Properties

[ Determine whether items can be ordered the ]

same way over learners

| JRNN ) |

Easy In—p Hard
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3.16 DM Model Assumptions

DM Model: Assumptions

\‘

1. Unidimensionality

2. Local Independence

3. Monotonicity

MH Model
Assumptions

/

4. Invariant Item Ordering

Additional
Assumption

Back to
Model Selection

3.17 Unidemensionality

Assumption 1: Unidimensionality

) ‘

Responses reflect only one
major underlying dimension
(i.e., construct, latent trait

DMO03: Nonparametric IRT
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3.18 Local Independence

Assumption 2: Local Independence

A
V o =
- o °5 o
= )
& o
= o o
o pote)
O
o]
o o, 9 62
o &
O
OO

v

-~

No meaningful
(systematic)
relationships

among responses
after controlling for
the major underlying
dimension

. J

3.19 Monotonicity: Dichotomous Items

Assumption 3: Monotonicity (I)

1.0

0.5

Dichotomous Iltem i

Probability of a Comrect Response

]

=

T2 3456782910

Achievement-Level Groups (low to high)

across increasing levels of achievement

[ The probability for a correct response is non-decreasing

J
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3.20 Monotonicity: Polytomous Items

Assumption 3: Monotonicity (ll)

e Polytomous Item j

1.0

=k

—-—
Probability of X

2 3 4 56

Achievement-Level Groups (low to high)

7 8 9 10

The probability for a rating in a particular category is
non-decreasing across increasing levels of achievement

3.21 Monotonicity: Item Ordering

Assumption 3: Monotonicity (1)

Probability of a Correct Response
0.5 1.0

0.0

rrrrrrrrrrr 1
12345678910

Achievement-Level Groups (low to high)

Dichotomous ltem i

1.0

Probability of X = k
0s

Polytomous Item j

P(X=1)
- - PX=2)
| P(X=3)
| e T

1.2 3 456 7 8 9% 10

Achievement-Level Groups (low to high)

[Learners have the same relative ordering on all of the items ]

DMO03: Nonparametric IRT

35/78

Core Slides



3.22 Invariant Item Ordering

Assumption 4: Invariant Item Ordering (110)

Item i & Item j

1.0

05

Probabiity of a Correct Response
00

12345678910

Achievement-Level Groups (low to high)

Average Raling

Item | & Item m

[— hemt
| - nemm
'_Y_|_|_|_T_V‘_7_|_T
12345678091

Achievement-Level Groups (low to high)

Dichotomous Items

Polytomous Items

across increasing levels of achievement

[ Items have the same relative difficulty ordering ]

3.23 Bookmark: Summary

DMO03: Nonparametric IRT

Summary
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3.24 Summary: Section 2

+ Two key models form the theoretical foundation of Mokken scale analysis:

monotone homogeneity (MH) & double monotonicity (DM) model

+ Both models allow for a rank-ordering of learners but only the latter
allows for an invariant ordering of items across the scale.

Table 1. A Model A p and Indicators of Measurement Quality
Double jicity L ity

Assumplions Model Model Model-Based Indicators

Monotonicity v A lter/Rater
monotonicity

Conditional Independence (B) Item/Rater scalability
cofficients

IUnidimensionality w_ iA) Iterm/Rate

Nonintersecting Response Functions

3.25 Outlook

Modeling extensions have been proposed in
recent years, which mimic modeling
developments in certain areas of parametric IRT.

&
4

« Y

Model-data fit can be evaluated via scaling
coefficients at the item, item pair, and scale level

for which hypothesis tests are available.
J

N

Specialized software packages exist, including a\
package in the freeware suite R ("mokken”)
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3.26 Bookend:Summary

This is the end of this section.

4, Section 3: Recent Extensions

4.1 Cover: Section 3

Section 3:

Recent

Extensions

[10 Minutes]
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4.2 Objectives: Section 3

Learni bjectives

Understand the relationship
between the nonparametric models
and their parametric analogues

Understand the idea that Mokken
scale analysis is an active area of
research

Understand the key extensions of
polytomous models, rater effect
models, and multilevel models

IV. Understand how these models can be
used in assessment development

4.3 Extension Selection

Section
Summary
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4.4 Bookmark: Adj Cat Models

Adjacent
Categories
Models

4.5 ACMs: Introduction (1)

Adjacent Category Models

Adaptation of polytomous Mokken models with the goal
to more closely align Mokken models to rating scale
interpretations in educational assessments

Different category Different interpretations of
probability formulations — rating scale categories
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4.6 ACMs: Introduction (1)

Comparison with Parametric Methods

Parametric IRT models with
adjacent-categories threshold
formulations (e.g., Rating Scale
Model & Partial Credit Model)

Adapted polytomous Mokken
scaling models with adjacent-
categories threshold formulations

4.7 ACMs: Introduction (111)

Cumulative Probability Models

Example with three rating scale categories (0, 1, 2):

First threshold (t,):
0 1,2 Probability that x > 1

Second threshold (t;):
Probability that x = 2

Molenaar (1982)
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4.8 ACMs: Introduction (V)

Adjacent-Categories Probability Models

First threshold (t,):
Probability that x=1 rather than x=0

Second threshold (1,):
Probability that x=2 rather than x=1

Wind (2016)

4.9 ACMs: lllustration (1)

lllustration (I)

Rater 12 (cumulative)

Rater 12 (adjacent categories)

s SN i -
= 3 ///ﬁ . B + %. 3 // A +
Log e : :g
X 0
B e I
N _As xS 5 P
R I bote i + o + PX=3)
gde : , g :
1 2 3 2z 3 4 5
Reslscore Group Restscore Group
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4.10 ACMs: Illustration (1)

Illustration (11)

Table 2. Scalability Results.

Conventions H, | Organization H, || Sentence Formation H Style H,
Rater MH-a fac-Mi MH-RY fac-MH MH-; ac;a MH- at.-Mu
1 0.81 0.79 080 0.74 0.84 0.30° 0.77 077
2 078 0.78 074 071 0.78 0.64 0.76 077
3 0.82 0.82 079 0.75 081 0327 0.78 079
4 08! 0.79 081 0.72 078 0.30°) 0.77 072
5 083 081 079 073 081 06% 0.76 075
3 076 0.75 080 047 078 0.57 0.74 075
7 0.83 0.83 079 0.73 0.82 0.66 0.78 077
B 0.83 0.79 083 0.75 0.84 0.66 0.82 080
9 082 081 074 o7 082 066 078 079
10 0.82 0.7% 076 0.70 0.83 0.68 0.78 079
" 081 0.78 079 073 081 033 0.78 080
12 0.83 0.83 078 0.72 0.80 0.63 0.78 079
13 0.84 0.75 078 0.72 0.85 0.42°) 0.76 076
14 079 0.75 083 0.74 081 0.37 0.77 078
15 0.78 0.77 076 071 0381 0.65 0.78 076
16 0.83 081 078 0.73 082 0.68 0.80 080
17 077 078 075 071 081 o7o 075 073
18 075 0.78 077 071 077 0.70 0.76 073
19 0.8l 0.8l 078 0.73 083 0.66 0.78 079
20 078 0.78 075 038 0.80 0.137 0.74 074
Overall H | 0.81 0.79 078 0.67 081 0.67 0.77 077
Note. MH-R = monotone homogeneiy for ratings. ac-MH = adjacent-aitegories monotone homogeneity.
“Indicates change in scalabilty chssification based on the following criteriz H > 0.50, stronz; 040 < H
< 050, medium; 030 <H, < 040, weak (Mokken, 1971)

4.11 ACMs: References

References: Adjacent-Categories Models

\ Wind (2017) / Wind & Schumacker (2017)

[ + more work in development ]
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4.12 Bookend: Adj Cat Models

This is the end of this section.

4.13 Bookmark: Rater Models

Rater Models
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4.14 RMs: Introduction (1)

Rater Effects Analysis

Research that uses Mokken scaling to examine
rater effects in performance assessments

Rater

Response Method

adapted from Wolfe et al. (2016)

4.15 RMis: Introduction (l1)

Definition: Rater Effects

Raters’ scoring tendencies that result in inappropriate ratings
assigned to learner performances given the quality of the

learner’s response.
\,
4

Common effects include leniency / severity, centrality, halo
effects, inaccuracy, and differential dimensionality. There is a

rich body of literature on human rating processes, in particular
\ for constructed responses such as essays.

!

g T P, [:5, 5
D€ B
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4.16 RMs: Introduction (lll)

Comparison with Parametric Methods

Nonparametric approach allows

via graphical displays of
idiosyncratic rater behavior

Scalability coefficients for
individual raters can be used to
quantify their relative fit with the
model assumptions

for the examination of rater effects

Parametric IRT models include
parameters for rater
characteristics

Inclusion of rater parameters
improves score precision for
learners and allows for diagnostic
information about raters

4.17 RMs: lllustration (1)

llustration (1)

7

Function

Rateri = =Rater

R=0-17 R=18-26
7

Restscore Group

R=27-37 R=38-57
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4.18 ACMs: Introduction (1V)

Model Criticism

ﬁe model specifies the probabilit“
that a person will be classified

above any threshold....

This does not seem consistent with
performance assessment—judges
locate a performance in one of the
categories, not in and beyond any
particular category

\ (Andrich, 2015, p. 6) j

4.19 RMs: lllustration (I1)

lllustration (II)

Severe Rater Example Lenient Rater Example

Rator 36 Rater 39

Restecorn Grroup Restscorn Group

(low probability for ratings in
high categories for all learners)

thigh probability for ratings in
high categories for all learners)
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4.20 RMs: lllustration (11l)

Illustration (li1)

Noisy {inaccurate) Rater Example

.
10

POC= D e 1)+ PIX
00 07 04 08 08

Resticon Qrcp
(haphazard/unpredictable rating
patterns across restscore groups)

POC= P 1)+ PIX
00 02 04 08 08 10

Muted (overly consistent) Rater Example

Ressscere Grong:

(rater is overly consistent/not

discriminating)

4.21 RMs: lllustration (1V)

lllustration (IV)

Table 4:

Average ac-MSA results within Rasch classifications

Rater Group AC Significant Significant
Scalability Violations of Rater Violations of IRO
Monotonieity

M SD M SD M SD
Severe (n=8) 0.30 0.06 0.00 0.00 844 5.20
Lenient (n=11) 0.22 0.05 0.09 0.30 5.18 349
Noisy (n=4) 0.17 0.03 0.25 0.50 19.50 7.05
Muted (7=2) 0.20 0.02 0.00 0.00 1.50 0.71
Fair (n=20) 0.29 0.04 0.11 0.32 9.38 3.87
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4.22 RMs: References

References: Rater Effect Models

Wind & Engelhard (2016) Wind & Engelhard (2018}

[ + more work in development ]

4.23 Bookend: Rater Models

This is the end of this section.
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4.24 Bookmark: Multilevel Models

Multilevel
Models

4.25 MLMs: Introduction (1)

Multilevel Polytomous Models

Approach to Mokken scaling that takes into account
nested structures in item response data

(e.g., learners nested within schools, responses nested
within raters, items nested within stimuli / testlets)
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4.26 MLMs: Introduction (1)

Comparison with Parametric Methods

MSA Approach Parametric Analogue

Multilevel Modeling

Multlevelibiokken:osdllne (Hierarchical Linear Models)

4.27 MLMs: Introduction (1ll)

Multilevel vs. Single-level

4 ™)
Multilevel MSA models include the same major indicators
of measurement quality as single-level MSA models:

. p

Monotonicity
. Calculated for
Scalability all levels of the design

(e.g., within and between raters)
Invariant Ordering

. S
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4.28 MLMs: lllustration: Learners within Raters

Illustration: Learners within Raters

Nested Design
- Each learner is rated by one rater on multiple items

» Raters do not rate learners in common with other raters

4.29 MLMs: Illustration: Two-level Monotonicity

lllustration: Two-level Monotonicity

The probability for a positive/correct response is
non-decreasing given the latent trait

The probability for a positive/correct response from a
randomly selected learner for a given rater is
non-decreasing given the latent trait
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4.30 MLMs: Illustration: Two-level Scalability

lllustration: Two-level Scalability

Scalability coefficients are calculated within and between
nested objects (raters in our example)
J

\
The ratio of within-rater scalability to between-rater
scalability coefficients reveals the extent to which responses

reflect learner variability or rater variability
-4

4.31 MLMs: Illustration: Two-level Invariant Ordering
lllustration: Two-level Invariant Ordering

[ Item ordering is equal for all learner locations ]

on the latent trait

Iltem ordering for a randomly selected learner for a given rater
is equal for all locations on the latent trait
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4.32 MLMs: References

References: Multilevel Models

Whtghted Gt rrars "
T v Bt

Crisan, van de Pol, Koopman, Zijlstra,

X & van der Ark (2016) / & van der Ark (2016} |

[ + more work in development ]

4.33 Bookend: Multilevel Models

This is the end of this section.
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4.34 Bookmark: Summary

Summary

4.35 Summary: Section 3

* Nonparametric IRT, including Mokken scale analysis, is still an active
area of research

» Three key extensions of the basic Mokken models include models for
polytomous data, rater effects, and multilevel data

+ All of these models have analogues in parametric IRT where
individual model parameters are used to capture these effects
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4.36 Bookend: Summary

This is the end of this section.

5. Section 4: Data Analysis

5.1 Cover: Section 4

Section 4:

Data
Analysis

[15 Minutes]
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5.2 Objectives: Section 4

Learning Objectives

Y
I Describe the general procedure for n Describe and interpret procedures
conducting a Mokken Scale Analysis * for calculating scalability coefficients
A
Describe and interpret graphical and [ Describe and interpret graphical
Il. statistical procedures for evaluating Iv. and statistical procedures for
item monotonicity L evaluating invariant item ordering

5.3 General Ideas

General Ideas

~

= Best practices in item analysis under a nonparametric IRT approach
mimic those under a parametric IRT approach.

+ Items are first developed under best practices for assessment design
and then tried out with a representative sample of learners form the
target population.

* Response data are then analyzed to evaluate item properties (e.g.,
difficulty, discrimination) as well as scale properties (e.g., rank-ordering
of learners with the items, score precision).

» Misfitting items need to be revised and / or removed from the scale
depending on the assessment development stage.

= Graphical and descriptive approaches dominate nonparametric IRT but
select inferential procedures are available.
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5.4 Activity Selection

2. Analyze Items
1. Import Data Matrix
A Monotonicity B. Scolability C. Invariant Ordering
ems () g
1 ‘ Response  BeTPOREE s st Ressonse funbons
Aunioms wihin - H=1-| K1 3E, I for Paes o e
Ordinal Scored ems M—— —it -
= = = —_— = Pairs of Rems .
: x. d | BT AT e
é . 1) = Allitems <y
= [T — T =
Poltomous (0, .. K uai{3 BF, | [———
4 B e + baypet s T . Comteimen o Iilorvan. + Svpetienn Testy § (omhbemce mherveh
4. Modify Items

fitting

Revise, Remove, or Replace mis-

interpretation within context of the

items as appropriate, given

*  Monotomc/ NoR-monoton i

« Scalable / Unscalable
* Invariant Order / Variant Order

I Click on one of the four areas to learn more. I

[conti

Iterating as Needed |

5.5 Step 1

1. Import Data Matrix

Items (i)

1 Ordinal Scor
Responses:

X

Students (n)

* Dichotomous (0,1)
or
Polytomous (0, ..., k)
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Student Pop (Slide Layer)

1. Import Data Matrix

. Students (n)

Student pop up explanation will
appear here.

Students (n)

AO Pop (Slide Layer)

1. Import Data Matrix
Items (i)
1 L

1
g Oppo
% 3 0 0 d
=
3

N
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5.6 Step 2: Topic Selection

2. Analyze Items

A. Monotonicity

Response
functions for
rating scabe

Response
functions within
items

e
////

(Dchotomous &

Pelgtsantut) (Pelytomous|

+ Hypothess Tests & Confidence Intervaly

B. Scalability
*  Individual I![ms' \

H =l- E:-;Er l

* Pairs of items:

H,=F,/E,

* Allitems:

n.:fl‘z “\:rzl E“

+ Hypathesis Tests & Confidence Intervaly

C. Invariant Ordering

Joint Response Functions
for Pairs of items:

|Dichatomous & Palytomeous)

+ ypothess Tests B Confidence interval

5.7 Bookmark: Monotonicity
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5.8 Monotonicity (1)

Monotonicity

-
+ Dichotomous Items

The probability for a correct response is non-decreasing

L across increasing levels of student achievement

~

7
* Polytomous Items

The probability for a rating in a particular category is non-
decreasing across increasing levels of student achievement

When there is evidence of monotonicity, learner ordering
is the same over all of the items

5.9 Monotonicity (11)

Restscore Computation

* Requires a nonparametric estimate of student achievement:

[ Unweighted sum score (X,)

* Corrected estimate for evaluating individual items:

— Restscore: learner’s total score minus the score on the item of
interest

— Restscore group: Groups of learners with equal or adjacent
restscores; number of groups determined by sample size
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5.10 Monotonicity (Ill)

Illustration: Dichotomous Items

0.9
0.8
0.7
0.6 1
0.5
0.4
0.3
0.2
0.1

P(X=1)

R=1-5 R=6-9

R=10-12 R=13-14
Latent Variable (0)

A
1

Overall level

Plot the probability for a correct response across restscore groups

5.11 Monotonicity (1V)

lllustration: Polytomous Items

Mean Rating

B
3
5

Overall Level
Plot the average rating
across restscore groups

Rating Scale Category Level

Plot the probability for a rating
across restscore groups

.

=—P(X21) ==P(X22 ****P(X23)

Restscare Group
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5.12 Monotonicity (V)

Hypothesis Testing (I)

'

a . .
* Statistical tests are one-sided, one-sample Z tests

Available for both dichotomous and polytomous items and based on
comparisons of adjacent restscore groups (lower vs. higher)

(I——————
(" + Violations of monotonicity are identified with significant Z statistics \

(a) Dichotomous items
Statistically significant Z statistics indicate a higher probability for a
correct response in the lower restscore group

\ Z

(b) Polytomous items h
Statistically significant Z statistics indicate a higher average rating in
the lower restscore group

5.13 Monotonicity (VI)

Hypothesis Testing (Il)

( For a pair of adjacent restscore groups:\

H,:  the probability for a correct response is
equal across the two restscore groups

Hax:  the probability for a correct response is
\ lower in the higher restscore group )

Test Statistic
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Test Statistic: Dichotomous Items (Slide Layer)

Test Statistic: Dichotomous Items

Statistical test is based on a normal approximation to tha hypergeometric
distrlbution with the marginals observed in a 2*2 table for the
restscore groups:

z=2X — —
VN +1

sea Molenaar and Sijtama (2000, pp. 71-72)

5.14 Bookend: Monotonicity

This is the end of this section.

DMO03: Nonparametric IRT 64 /78 Core Slides



5.15 Bookmark: Scalability

5.16 Scalability (1)

Scalability Coefficients

f

*\

Describe the degree to which individual items,
pairs of items, and overall sets of items form a
scale that can be used to order learners on a
construct

Y4

Summarize the influence of Guttman errors on a
measurement procedure, where fewer Guttman
errors mean stronger evidence for a meaningful
interpretation of total scores

J
~

J

=

Are adapted from Loevinger’s (1948) scalability
coefficients

)
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5.17 Scalability (1)

Guttman Patterns for Dichotomous Items (I)

e

\.Le,& Easy —————— Hard

+
A2 |
[ @TI L L,

©

. J J// “i No Guttman errors

|
|
Low . ” xi

S

Expected Response Patterns:

A correct response is observed for easier items and an incorrect
response is observed for more difficult items

5.18 Scalability (1)

Guttman Patterns for Dichotomous Items (I1)

ok
2

&« Easy ——————— Hard

o o g

T @@L S
© I I~ |
© Ju/x x
SN IVEEIY)

Unexpected Response Patterns

A correct response is observed for more difficult items and an
incorrect response is observed for easier items
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5.19 Scalability (1V)

Panel A: Responses Contain No Guttman Errors
Items
Students Easy > Difficult
Item 1 Item 2 Item 3 Item 4 Item S
High | Student 1 1 1 1 1 1
Student 2 1 1 1 1 0
l Student 3 1 1 1 0 0
Student 4 1 1 0 0 0
Low | Student 5 1 0 0 0 0
Panel B: Responses Contain Two Guttman Errors
Items
Students Easy > Difficult
Item | Item 2 Item 3 Item 4 Item 5
High | Student 1 0* 1 1 1 1
Student 2 1 1 1 1 0
l Student 3 1 1 1 0 0
Student 4 1 1 0 0 0
Low | Student 5 1 0 0 0 *

5.20 Scalability (V)

lllustration (1)

Step 1: Identify empirical item category order

Item j
0 1 2 3

(0,0), (0,1)* (0,2)* (0,3)*
wo¥ @ 1* 1,2 (1,3
(;.m"»(;._n—»(;.;n (2, 3)*
3,0* (31* (3.2%03.3)

Cell entries show item responses in the form (i, j)

w N = O
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5.21 Scalability (VI)

Illustration (Il)

Step 2: Use item category order to identify Guttman-expected ratings

Ordered Rating Scale Categories
Joint (Easy=> Difficult)
Rating
(item i, Itemi= | ltemj= | ltemi= | Itemi | Item] Itemj | Itemi | Item]j
Item j) 1 =2 = = = =
0,0 1 0 0 0 0 0 0
1,0 1 1 0 o 0 0 0
- ’
2,0 1 1 1 0 0 0 0
2,1 1 1 1 1 ) 0 0
2,2 1 1 1 1 i § 1] 0
3,2 1 1 1 1 1 1 | o
3,3 1 1 1 1 1 1 I 1

Cell entries show recoded item responses where 0 = fail, 1 = pass

5.22 Scalability (Vi)

llustration (l11)

Step 3: Use item category order to identify Guttman errors

X Ordered Rating Scale Categories

Joint (Easy> Difficult)

Rating 2 . : .

(itemi, | yori= | temj= | temi= | nemi| temj nemj|nemi|nemj

femil | g ° 1 | =2 | =1 =2 | =3 =3
0.1 1 1 0 o |2 | oo |0
0,2 1 1 0 o |2* [1#] o | o
0.3 1 1 0 o [FISNINTsN o |[Na¢
11 1 1 1 0 1* o o 0
12 1 1 1 o |12 | 1|0 |0
13 1 1 1 1 1 1| o |2
2,3 1 1 1 1 1 o | o | 2
3.0 1 0 ] 1* 1 o |1 | 1|0
3,1 1 1 0 o |2 | oo |0

Cell entries show recoded item responses where 0 = fail, 1 = pass

DMO03: Nonparametric IRT

68/78

Core Slides



5.23 Scalability (VIil)

General Form of Scalability Coefficients

Observed frequency
of Guttman errors at
1 i ' level of analysis

Expected frequency
of Guttman errors at
level of analysis

5.24 Scalability (IX)

Individual Items Pairs of Items
H,,=1-(2F”./_ E, Hij = F:j /El_j
i j imj
All ltems / Scale
k-l k
220
H=1-| &
2E
i=l  jeitl

F = Observed Guttman Errors, E = Expected Guttman Errors
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5.25 Scalability (X)

Worked Example: Dichotomous Item Pair

Table 2. Observed Joint Frequencies of Item i
and Item j

Item j=0 Itemj=1 Total
Itemi=0 66 16* 52
Itemi=1 89 Vi
Total 155 113 a3

* Guttman Error cell:

H,=1-i=0.54

2 34.57

of Ey
Computation (Slide Layer)

Computation

Expected error cell frequency (Ey) = (Row total * Column total) / N/

*
E..=82 113

; =34.57
268

Also: item § is more difficult than item j (113 vs. 186 correct responses)
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5.26 Scalability (XI)

Interpreting Scalability Coefficients

(Statistical Inference \

Standard errors can be used for statistical inference using hypothesis
tests and confidence intervals with proper sampling distributions
(e.g., Kuijpers, van der Ark, & Croon, 2013)

Confidence intervals help evaluate whether scalability coefficients are
\ different from known values or to compare scalability coefficients. )

(Interpretational Guidance \

Usually, values = 0.30 are considered “good enough,” but these values have
not really been studied empirically, especially not for polytomous items

Scalability coefficients are on a continuous scale and have ordinal
interpretations (i.e., larger is better) with relative magnitudes informed by
k historical benchmarks and stakes of the assessment J

5.27 Bookend: Scalability

This is the end of this section.
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5.28 Bookmark: Invariant Item Ordering

Invariant Item
Ordering

5.29 Invariant Ordering (1)

Invariant Ordering

( Invariant ordering of learners across items )
Learners have the same relative order across items with
different levels of difficulty. Item response functions should
be non-decreasing

- Invariant ordering of items across learners \
Iltems have the same relative ordering across levels of the
latent variable, which is evaluated using restscore groups;
item response functions should be non-intersecting J
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5.30 Invariant Ordering (1l)

A tem § (sobid), Irem | (dashed) B Hem i (solid), Item & {dushed)
2 i
; s
—— -~ s
- .
P 0

= e s

3 - % 0s
w .- 5
by = - 03
Q 02
b
o L ket enll kil " Tw et Resn Remn

Rassore G - 2.
gV " Restscore Group
-

il _ o
s Ttem 7 (solid), liem ; (dashod) Ttem i (solid), Item k (dashed)
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(a+a)
SupiepiQ JeuleaT JuelieAu]

5.31 Invariant Ordering (1ll)

Hypothesis Testing for Invariant Ordering

( Statistical tests for violations of invariant item ordering are t-tests

comparisons of the difficulty of the item across two adjacent
restscore groups (one lower, one higher)

\

Available for both dichotomous and polytomous items and based on

~

J

r- Violations of invariant item ordering => significant t-statistics

adjacent restscore groups

\.

Statistically significant t-statistics indicate that the item ordering for a
pair of items, based on the overall sample, does not hold across two

~

J
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5.32 Invariant Ordering (1V)

Hypothesis Testing (I): Dichotomous Items

Conceptually:

For a pair of items ordered i < j, the null hypothesis that the probability
for a correct response is equal across the two items is evaluated against
the alternative hypothesis that the item order is reversed (j < /), which
would be a violation of invariant item ordering.

Symbolically:

Ho:  P6=1|R=n=PX =1|R=r)
Ha: P =1|R=n>PX=1|R=1)

Test Statistic

Test Statistic (Slide Layer)

Test Statistic: Dichotomous Items

Statistical test is used to evaluate the extent to which differencas In the order
of ltams can be explained by random varlation in the sample / sampling arror.

Create a 2-by-2 table of the frequency of 0s and 1s and use this formula:

ERoEIR 0N
FAN

© 000

k = the smallest of the two frequencies of 1s between the items

n = sum of the two frequencies of 15 between the items
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5.33 Invariant Ordering (V)

Hypothesis Testing (l1): Polytomous Items

If the average ratings on item i and item j can be ordered such that X;
< X, a violation of this ordering is observed for a particular restscore
group r when this ordering is reversed.

Symbolically:

Ho: (¥ [R=r)= (X |R=1)
Ha: X |R=r)>(X |[R=1)

5.34 Bookend: Invariant Item Ordering

This is the end of this section.
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5.35 Step 3

3. Interpret Results within Context

+  Assessment
consequences

Practical
considerations

+ intended

interpretation & Content coverage

Findings for Individual ltems:

+«  Monotonic/ Non-monotonic
* Scalable / Unscalable
e Invariant Order / Variant Order

5.36 Step 4

4. Modify Items

Revise, Remove, or Replace
mis-fitting items as appropriate,
given interpretation within context
of the assessment

Continue Iterating as Needed
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5.37 Summary: Section 4

We reviewed an iterative four-step procedure for conducting an MSA:

1. Import the data matrix

2. Analyze the items using suitable statistics

3. Interpret results in context

4. Medify items as appropriate

... continue iterating (2-4) as needed

5.38 Bookend: Section 4

This is the end of this section.
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