1 INTRODUCTION

We introduce a new strategy, called Structured Database Monte Carlo (SDMC), for efficient Monte Carlo (MC) simulation. The term “strategy” is used to emphasize that the approach is not designed to address a specific problem, using a specific method, but rather a new way of designing and implementing MC algorithms. One of the main approaches to achieving efficiency in MC is to reduce the variance of the MC estimator. Methods that follow this approach are generally referred to as variance reduction techniques. The main techniques in this category were introduced many decades ago (see, e.g., Hammersley and Handscomb 1964) and the newer results have generally consisted of adaption of the techniques to specific domains of application. As one author points out “the greatest gains in efficiency from variance reduction techniques result from exploiting specific features of a problem, rather than from generic applications of generic methods.” (Glasserman 2004).

1.1 A generic technique for variance reduction

The point of departure of SDMC is an attempt to develop effective variance reduction techniques that are in fact generic methods and can be generically applied. The approach does not require discovering specific features of the problem but rather relies on constructing/imposing a structure that can be used to advantage for variance reduction. More specifically, when considering the basic techniques of variance reduction such as stratification, control variate, and importance sampling, to name a few, SDMC seeks to provide generic methods for defining strata, control variates, and new sampling measures, respectively.

One of our basic assumptions is that the estimation problem at hand depends on a parameter (possibly a vector) \( \theta \) through the probability measure or the “performance” function whose expected value is to be estimated. SDMC approach gathers and “structures” information at one parameter value, say \( \theta_0 \), in a “database” and utilizes this information to gain estimation efficiency at neighboring parameters. In other words, when solving additional problem instances at neighboring parameter values, the database of stored information enables more effective use of many variance reduction techniques in a manner that is problem independent.

The idea of carrying over information obtained at one parameter to a neighboring parameter has been applied, for example, for sensitivity estimation. This is done either by a careful study of the impact of a parameter perturbation on a sample performance (evaluating path derivatives) as in Perturbation Analysis (PA) (see, e.g., Ho and Cao 1991 and Glasserman 1991) or by considering how a change in a parameter can be transformed into changes of path weights as in Likelihood Ratio approach (see, e.g., Rubinstein 1989). SDMC is in some sense closer to PA. PA, closely related to the variance reduction technique of common random numbers, pairs paths whose “input” variables are only slightly different (have small perturbations). In the SDMC approach paths at two parameter values are also paired via their reference to the same element of the database. The goal of SDMC, however, is to obtain information about the global dependence of the sample performance on sample paths while PA seeks to obtain local information about the dependence of the performance on parameter values.

1.2 Decision making setting

The gathering and structuring of information in a database, required by SDMC, are potentially costly operations. Incurring the cost is only justified if there are significant computational savings or other advantages associated with this method. We specify two sample practical decision making settings where we believe the computational setup cost associated with SDMC may be justified and the method may lead to significant computational savings or significantly better solutions. As-
sume that the parameter value (or vector) \( \theta_0 \) is used to "construct" the database and let \( \mathcal{N}(\theta_0) \) denote a neighborhood of \( \theta_0 \). Then consider the following settings:

1. The estimation problem needs to be solved for many parameter values in \( \mathcal{N}(\theta_0) \).

2. The estimation problem needs to be performed within a limited budget (time or computational resources) at \( \theta \in \mathcal{N}(\theta_0) \) where \( \theta \) is not known in advance and once it becomes known the budget constraint is in force.

Problems of type 1 are common in computational finance where risk valuation and pricing are done repeatedly with only minor changes in the problem setting. Many of these can be viewed as resolving the same problem at different parameter values in the neighborhood of a nominal parameter value.

Problems of type 2 are also common in some computational settings. Consider, for example, the problem of real-time forecasting of the path of a hurricane. The payoff for setting up and structuring a database (or a set of databases) can be a better forecast of the trajectory.

2 PROBLEM DEFINITION AND PRELIMINARIES

We begin with some general comments about the estimation problem via MC. Then, to make things more specific, we narrow down the focus to estimation problems in the context of a specific class of stochastic processes.

In general, estimation via MC simulation corresponds to approximating the expected value of an appropriately defined random variable. Specifically, let \((\Omega, \mathcal{F}, P)\) be a probability space, \(X\) a random element of \(\Omega\) corresponding to the probability measure \(P\) (i.e., for all \(A \in \mathcal{F}\), \(P(X \in A) = P(A)\)), and \(L(\cdot; \theta) : \Omega \to \mathbb{R}\) a parametric family of functions defined on \(\Omega \) (\(\theta \in \Theta\)). Let \(Y(\theta) = L(X, \theta)\) and define \(J(\theta)\) as

\[
J(\theta) = E[Y(\theta)] = E[L(X; \theta)] = \int_{\Omega} L(X; \theta) dP = \int_{\Omega} Y(\theta) dP.
\]

The objective is to evaluate \(J(\theta)\) efficiently.

Assume that \(\Omega\) is the path space of a stochastic process, \(L(\cdot; \theta)\) is a function that assigns a real number to each path, say the sample payoff, and \(\theta\) is a parameter of the problem. In simulation there is a chain of transformations that takes place before a path is generated: A set of i.i.d. uniform \((0,1)\) random variables are sampled, these are transformed into a set of more general non-uniform variates from which the path, \(X\), is generated and finally \(Y = L(X; \theta)\) is evaluated. Let us explicitly write out these transformations. Let \([0,1]^d\) be the \(d\)-dimensional hypercube where the uniform \([0,1]\)'s reside (theoretically, \(d\) may be \(\infty\)). Let \(\Omega\) denote the space of non-uniforms. Then we have

\[
[0,1]^d \xrightarrow{T} \Omega' \xrightarrow{K} \Omega \xrightarrow{L(\cdot; \theta)} \mathbb{R}.
\]

\(J(\theta)\) can be written as

\[
J(\theta) = \int_{[0,1]} L_1(U; \theta) dP_1 = \int_{R^d} L_2(W; \theta) dP_2 = \int_{\Omega} L(X; \theta) dP.
\]

where the random elements \(U\) and \(W\) and measures \(P_1\) and \(P_2\) are appropriately defined.

In some cases it is useful to think of the underlying uniform as the primitives of the approach, in some, the non-uniform samples can be thought of as the primitives, and yet in others the final paths can be taken as the primitives. As will be discussed below, we select the primitives to be the paths of a vector valued standard Brownian motion driving a class of stochastic processes.

2.1 A class of models & estimation problems

Consider a \(k\)-dimensional process \(X = \{X(t); \ 0 \leq t \leq T\}\) satisfying the following class of stochastic differential equations (SDE’s):

\[
dX(t) = \mu(X(t), t) dt + B(X(t), t) dW(t), \quad X(0) = 0.
\]

where \(W(t) = (W^1(t), \cdots, W^d(t))', \ 0 \leq t \leq T\), is a standard Brownian motion in \(R^d\) (’ is the transpose), and \(\mu(\cdot; \cdot)\) and \(B(\cdot; \cdot)\) are appropriately defined vector and matrix valued functions. These processes have wide applicability in computational finance and computational physics.

We now take another step towards making things more specific. When Monte Carlo simulation is used, the paths of the stochastic process are sampled at only a finite number of instances within the finite horizon of interest, and the functional is evaluated based on these sampled values.

Let \((t_0, \cdots, t_n)\) be a partition of \([0,T]\), i.e., \(0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = T\). Then the driving Brownian motion in \(R^d\), sampled at \(t_1 < \cdots < t_n\), is given by the vector \(W = (W_1, \cdots, W_n)\) where \(W_i = W(t_i)\). Let \(\mathcal{F}_i \subseteq \cdots \subseteq \mathcal{F}_n = \mathcal{F}\) be the filtration defined by \(\mathcal{F}_i = \sigma(W_1, \cdots, W_i)\) and let \(P\) be the probability
measure on \((\Omega, \mathcal{F})\) consistent with the definition of \(W\) above. Let 
\[
J(\theta) = E[L(Y(\theta))] = E[L((W_1, \cdots, W_n); \theta)].
\]

Therefore, the estimation problem can be viewed as the estimation of the expected value of a function that is defined on the sampled values of a standard d-dimensional Brownian motion. Equivalently, it can be viewed as estimating the expected value of a function defined on a finite number of Brownian innovations, i.e., Gaussian vectors.

Note that (1) by adopting the above formulation, we have selected a standard probability space and have pushed out all parameters of interest to components of the \(L\) function; (2) a number of sensitivity/derivative estimation problems can be cast in the above framework. Examples are path derivatives, likelihood ratio method based derivatives, and Malliavin derivatives (see, e.g., Chen & Glasserman 2006).

3 SDMC STRATEGY

In order to simplify the setting for the SDMC approach, we consider yet another “discretization” of the estimation problem, this time by considering a discretized version of the sample space \(\Omega\) as follows.

Assume a “very large” number of sample paths, i.e., elements of \(\Omega\), is generated. Let 
\[
\Omega_D = \{\omega_1, \omega_2, \cdots, \omega_K\}
\]
represent these paths. Let \(P_D\) be the uniform measure on \(\Omega_D\), i.e., \(P_D(\omega_i) = 1/K\) for all \(i = 1, \cdots, K\). We assume that \(K\) is large enough so that for all practical purposes, the approximation
\[
J_D(\theta) = \frac{1}{K} \sum_{i=1}^{K} L(\omega_i; \theta)
\]
is satisfactory for all \(\theta \in \mathcal{N}(\theta_0)\) under consideration. Note that \(J_D(\theta)\) is simply the arithmetic average of \(L\) over \(\Omega_D\), i.e.,
\[
J_D(\theta) = \frac{1}{K} \sum_{i=1}^{K} L(\omega_i; \theta)
\]
\(\Omega_D\) can be viewed a very large database of elements of \(\Omega\). The precise problem formulation in SDMC, therefore, is the following.

SDMC estimation problem. Develop efficient MC algorithms to estimate \(J_D(\theta)\).

Note that (1) we are assuming \(\Omega_D\) is given or constructed. There are interesting and relevant questions one can pose about how to construct an appropriate database \(\Omega_D\). We do not address these questions here. (2) We contend that the above formulation is quite broad and encompasses a very large class of estimation problems of interest. (3) The question of interest to us is whether it is possible to structure \(\Omega_D\) in such a way that benefits solving the SDMC estimation problem.

To structure the database we begin with imposing a linear order on the database using the sample performances at a nominal parameter \(\theta_0\), i.e.,
\[
\omega_i \leq \omega_j \iff L(\omega_i; \theta_0) \leq L(\omega_j; \theta_0).
\]

Our experimental results suggest that this structure is to some extent maintained when \(L(\cdot, \theta)\) is evaluated for some \(\theta\) that is the vicinity of the nominal parameter \(\theta_0\) and this is the property we aim to utilize in constructing efficient estimation algorithms. Consider the following example.

Example. This example involves estimating the action on paths of a process satisfying a stochastic partial differential equation – specifically a time dependent 1-dimensional Ginzburg-Landau equation. The process is approximated by a 40 point one-dimensional lattice (with periodic boundary conditions) leading to a set of 40 coupled ordinary stochastic differential equations and time discretized using a forward Euler integrator. More specifically, the approximate process \(X(t)\) is a 40-dimensional real continuous-time stochastic process on \(t = [0, T]\) defined by
\[
dX(t) = \mu(X(t), t)dt + \sqrt{2D(X(t), t)}dW(t)
\]
where \(W(t)\) is a 40-dimensional standard Brownian motion. We define the \(k\)’th element of the forcing function \(\mu : \mathbb{R}^{41} \rightarrow \mathbb{R}^{40}\) to be:
\[
\mu_k(X(t), t) = -2\theta X_k(t) + X_k(t) - X^2_k(t) + \theta X_{k-1}(t) + \theta X_{k+1}(t)
\]
where \(k = 1, \cdots, 40\) and we enforce the periodic boundary conditions. Also, we define \(D\) (in general a matrix function) to be a scalar constant variance parameter \(\sigma^2\), \(\alpha\) and \(\theta\) are also scalar constants. For each simulated path, an action, \(Y\), can be calculated as follows:
\[
Y(\theta) = \frac{1}{8\sigma^2} \sum_{i=1}^{N} \sum_{k=1}^{40} [X_{k,i} - X_{k,i-1}]
- \theta [X_{k+1,i} - 2X_{k,i} + X_{k-1,i}]\Delta t^2
\]
The objective is to estimate \(E[Y(\theta)]\) at different values of \(\theta\).
In this example, represented in Figure 1, a database of Brownian paths was generated and ordered based on sample values of \( Y(\theta) \) at \( \theta_0 = 1 \). Figure 1 shows samples of \( Y(\theta) \) at \( \theta_0 = 1 \) and \( \theta = 1.1 \) (y-axis) as a function of the ordered database. In other words, the x-axis represents the indices of the linearly ordered database starting from 1, representing the smallest to 10000, representing the largest.

Recall that SDMC aims to capture/identify the “structure” of the function \( L \) at a nominal parameter value \( \theta_0 \) and to use this knowledge in designing more effective variance reduction techniques when estimating \( J(\theta) \) at “neighboring” values of \( \theta \). In the above example, assume the variance reduction approach of control variate is under consideration. Then \( Y(1) \) is a natural choice of a control for estimating \( E[Y(1.1)] \). In fact this choice can lead to order of magnitudes of variance reduction in this case. It is not difficult to come up with specific and effective partitioning of the database for stratification and good choices of sampling measures for importance sampling.

It is instructive to map the database into the interval \([0, 1] \) via \( i \rightarrow i/K \). Then, the estimation problem is simply a Monte Carlo estimation of the integral of a function \( L \) on \([0, 1] \). In general there may be almost no regularity conditions on this function. Structuring the database can be viewed as imposing some regularity condition on the function. This point of view is particularly convenient for analyzing the performance and convergence properties of different strategies in the context of SDMC (for example, in an information-based complexity setting, see, e.g, Traub et al 1988, or a la Kiefer 1957). We have obtained specific results for the stratification technique in the context of SDMC (Zhao & Vakili 2007).

## 4 PRESENTATION

The presentation will include the following. (1) A general discussion of the SDMC approach and the rationale behind the approach, (2) optimality & convergence properties of some of the algorithms, (3) experimental results, (4) an overall assessment of the SDMC approach and (5) future directions for research.
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