ABSTRACT

Optimization software enables the solution of problems with millions of variables and associated parameters. These parameters are, however, often uncertain and represented with an analytical description of the parameter’s distribution or with some form of sample. With large numbers of such parameters, optimization of the resulting model is often driven by mis-specifications or extreme sample characteristics, resulting in solutions that are far from a true optimum. This paper describes this phenomenon and the difficulties in achieving asymptotic convergence results that are often applied without determining whether the asymptotic regime has been attained. Through the use of a motivating simple example, the paper provides one potential remedy with the use of batch means.

1 INTRODUCTION

Advances in software, hardware, and algorithms for optimization have led to orders-of-magnitude decreases in solution times and similar increases in the sizes of problems amenable to solution (see, e.g., Bixby 2002). The ability to solve problems of virtually any scale appears to offer significant promise for operations research methodology, but this development also comes with a price. As problem size increases, so does the opportunity for errors in the parameters used to describe the model. Unfortunately, optimization tends to focus on these errors and can lead to solutions that are significantly inferior to a true optimal solution and, in some cases, even inferior to naïve rule-of-thumb solutions that require no optimization.

Recognizing uncertainty in optimization model parameters naturally leads to stochastic programming formulations, but, as shown below, these formulations also may have difficulties despite asymptotic convergence results that suggest otherwise. In certain examples, such as portfolio optimization, analytical models might even possible to capture uncertainties in the model, but these models are also prone to estimation errors that are inevitable in large-scale models. One remedy for this dilemma is to use robust optimization (see, e.g., Ben-Tal and Nemirovski 2002), which optimizes against the worst case of a wide range of parameter choices. This approach, however, still requires some assumption on the parameter ranges and loses the form of expected utility that is usually assumed for rational decision making.

In this paper, we consider the expected utility framework directly and assume that the set of parameters can be described by some distribution that may be used for Monte Carlo simulation. We state some of the known asymptotic convergence properties for optimization in this framework. We use a small example to demonstrate the problems that may occur in large-scale models in achieving the regime in which these asymptotic results apply. For this example, we show how the use of batch means can lead to improved convergence results. We conclude with implications for more general models.

2 Asymptotic Results and Difficulties in Large-Scale Models

The canonical problem that we consider is to find $x \in X \subset \mathbb{R}^n$ to minimize:

$$E[g(x, \xi(\omega))],$$

where $E$ represents mathematical expectation and $\omega$ is associated with a probability space $(\Omega, \Sigma, P)$. The function $g$ can be interpreted as the (negative of) the utility resulting from action $x$ and outcome $\xi$. The set of parameters are given by the random vector, $\xi : \Omega \rightarrow \mathbb{R}^m$. Our interest is in cases when $m$ is very large.

In some cases, (1) can be solved directly using a known (or supposed) distribution on $\xi$. A typical example is the mean-variance (Markowitz 1959) portfolio optimization to minimize the portfolio variance subject to constraints on the expected return. This case can be expressed using $X = \{x | e^T x = 1, r^T x = r_0 \}$, where $r_0$ is the target return and $\bar{r}$ is the vector of expected returns; $g(x, \xi(\omega)) = (r(\omega)^T x - \bar{r}^T x)^2$. 
The analytical representation is then that $E[g(x, \xi(t))] = \sum_{i=1}^{\nu} g(x, \xi_i)$, where $V$ is the variance-covariance matrix of the returns $r(t)$.

While the mean-variance problem can be solved analytically if both the mean returns $\bar{r}$ and variance-covariance matrix $V$ are known, in practice, these distribution parameters are not known with certainty. In this case, if the number of assets is $n$, then includes $(n(n+1))/2$ distinct elements. Errors in any of these estimates lead to significant deviations in the optimum from the (unknown) true value. In a recent study, DeMiguel et al. (2005) found that the simplistic allocation of $x = e/n$, equal allocation to each asset, out-performed every considered optimization procedure based on empirical and simulated data. Even in these small portfolio problems, limited data sets lead to significantly sub-optimal solutions.

In the mean-variance case, the difficulty concerns mis-estimates of distribution parameters. Deviations due to inexact integration or sampling are, however, avoided. Even when distributions are known exactly, but finding expectations is difficult, the results can be equally troublesome. These difficulties occur despite encouraging asymptotic results.

In the Monte Carlo simulation, we assume that the distribution of $\xi$ is known and consider a sample $\{\xi_i\}_{i=1}^{\nu}$ of independent observations of $\xi$ that lead to the following sample problem:

$$\min_{x \in X} \frac{1}{\nu} \sum_{i=1}^{\nu} g(x, \xi_i). \tag{2}$$

Following the description in Birge and Louveaux (1997), let $x^\nu$ be the random vector of solutions to (2) with independent random samples. King and Rockafellar (1993) provided the following result.

**Theorem 1.** Suppose that $g(\cdot, \xi)$ is convex and twice continuously differentiable, $X$ is a convex polyhedron, $\nabla g : \Xi \times \mathbb{R}^n \rightarrow \mathbb{R}^n$:

1. is measurable for all $x \in X$;
2. satisfies the Lipschitz condition that there exists some $a : \Xi \rightarrow \mathbb{R}$ such that $\int g(x, \xi) \leq a(\xi)$, $\forall x \in X$;
3. satisfies that there exists $x \in X$ such that $\int_{\Xi} g(x, \xi) d\xi < \infty$; and for $G^\nu = \int \nabla g(x, \xi) d\xi$.
4. $(x_1 - x_2)^T G^\nu (x_1 - x_2) > 0, \forall x_1 \neq x_2, x_1, x_2 \in X$.

Then the solution $x^\nu$ to (2) satisfies:

$$\sqrt{V(x^\nu - x^*)} \rightarrow u, \tag{3}$$

where $u$ is the solution to:

$$\min_{\nu} \frac{1}{2} u^T G^\nu u + c^T u \quad s. t. \quad A \nu \leq 0, \nu \in X(x^\nu), u^T G^\nu u = 0. \tag{4}$$

$X = \{ x | Ax = b \}$, $(x^\nu, \pi^\nu)$ solve $\int g(x^\nu, \xi) P(d\xi) + \pi^T A = 0$, $\pi^T \geq 0$, $Ax \leq b$, $I(x^\nu) = \{ i | x^* = b_i \}$. $\nabla g = \int \nabla g(x^\nu, \xi) P(d\xi)$, and $c$ is distributed normally $\mathcal{N}(0, \Sigma^\nu)$ with $\Sigma^\nu = \int (\nabla g(x^\nu, \xi) - g^*) (\nabla g(x^\nu, \xi) - g^*)^T P(d\xi)$.

The result of this theorem implies that asymptotically, the sample average problem (2) approaches a true optimal solution to (1) quickly. As shown in Birge and Louveaux (1997) and Shapiro and Homem-de-Mello (2000), the convergence is actually often directly to a point, leading to exact convergence in a finite number of samples. These results do not, however, give an iteration number $\nu$ at which this asymptotic regime begins to apply. In fact, this regime may only take hold for very large $\nu$.

As an example, consider the following.

$$\min_{\|x\| \leq 1} E[\xi^T X + \epsilon \|x\|], \tag{5}$$

where $\|\cdot\|$ is the 1-norm (i.e., making this formulation equivalent to a linear program), $E[\xi] = 0$, and $\epsilon > 0$ is a constant. The optimal solution to (5) is $x^* = 0$, but achieving $x^\nu \rightarrow x^*$ can be difficult.

For a sample average version of (5) with $\xi^\nu = \sum_{i=1}^{\lambda} \xi_i / \nu$, it can be shown that $\|X^\nu - x^*\| = 1$ if there exists $\|\xi^\nu(j)\| > \epsilon$ for any $j$. When $n$ is large, the chance of $\xi^\nu(j) \leq \epsilon$ for all $j$ becomes small. When each $\xi_j$ is $N(0,1)$, in fact, the result is

$$P(\|x^\nu - x^\nu\| < 1) = (1 - 2\Phi(-\epsilon\nu^{0.5}))^n, \tag{6}$$

which means that the asymptotic regime does not apply until $\nu$ is very large.

To provide a remedy to this problem, we propose dividing the $\nu$ samples into $k$ batches of $\nu/k$ samples each. We let $\xi_i^j$ be the mean of batch $i = 1, \ldots, k$, and then solve (2) to obtain a solution $x^\nu$. Now, we let $x_i^\nu = (1/k)\sum_{i=1}^{k} x_i^j$. In this case, we can show that

$$P(\|x^\nu - x^\nu\| < 1/k) \approx 1 - (1 - p(\nu,k))^{\nu/k - 1} (1 - p(\nu,k))/\nu, \tag{7}$$
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where \( p(\nu, k) = P\{\|x^{\nu,i} - x^*\| < 1\} \). The result of (7) is that \( x^{\nu,b} \) is much more likely to approach \( x^* \) than \( x^\nu \) for large \( n \) and moderate values of \( \nu \).

3 Conclusions

Large-scale stochastic optimization problems present significant problems for effective solution. Monte Carlo sample estimates have good asymptotic results but the asymptotic regime may only be attained for excessively large sample sizes for large-scale problems. Batch means may achieve improved asymptotic results in these cases. Further research is needed to determine the generality of these results for broader classes of problems.
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