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ABSTRACT

Bioinformatics is the application of computational techniques to the management and analysis of biological information. The relationship between a query sequence, commonly termed as probe and other sequence, known as subject can be quantified and their similarity can be assessed. This similarity can be used to identify the evolutionary relationship between a newly determined sequence and a known gene family. When the degree of similarity is low, the relationship must remain competitive, until evidence has been gathered. The purpose of this research is to implement various methods for Pair-Wise alignment techniques and design a tool with a good user interface for aligning two sequences and output the score of the alignment. This research uses the various pair wise alignment algorithms, like Needleman-Wunsch global alignment, Smith-Waterman algorithm to find the optimum alignment (including gaps) of two sequences. Dynamic programming methods ensure the optimal global alignment by exploring all possible alignments and choosing the best. The user will be provided a good user-interface for giving the input sequences and opting for the required algorithm. The algorithm uses the BLOSUM50 substitution matrix for computation, and outputs the Functional matrix(F-matrix), Optimal Alignment and the score. The total alignment score is
calculated as a function of the identity between the aligned residues and the gap penalties incurred. The input sequences can be taken from a file stored on the disk.
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**INTRODUCTION**

Determination of protein/peptide sequences is a basic requirement for biomedical research, including cancer research. It is absolutely essential for characterising and identifying proteins or peptides. Imagine you are a Biologist, who has discovered an unknown peptide, perhaps theoretically translated from a nucleotide sequence, or isolated from a gel, which can be sequenced. In this process is to look for similarities with already discovered peptide sequences/proteins. The purpose of this research is to implement various methods for pair-wise alignment techniques and design a tool with a good user interface for aligning two sequences and output the score of the alignment. The sequence alignment is a linear comparison of amino-acid sequence in which insertions are made in order to bring equivalent positions in adjacent sequences into the correct register.

**BACKGROUND**

Most biological databases consist of long strings of nucleotides (guanine, adenine, thymine, cytosine and uracil) and/or amino acids (threonine, serine, glycine, etc.). Each sequence of nucleotides or amino acids represents a particular gene or protein (or section thereof), respectively. Sequences are represented in
shorthand, using single letter designations. This decreases the space necessary to store information and increases processing speed for analysis. While most biological databases contain nucleotide and protein sequence information, there are also databases which include taxonomic information such as the structural and biochemical characteristics of organisms. The power and ease of using sequence information has however, made it the method of choice in modern analysis. Not only can computers be used to store and organize sequence information into databases, but they can also be used to analyze sequence data rapidly. The evolution of computing power and storage capacity has, so far, been able to outpace the increase in sequence information being created. Theoretical scientists have derived new and sophisticated algorithms which allow sequences to be readily compared using probability theories. These comparisons become the basis for determining gene function, developing phylogenetic relationships and simulating protein models. The physical linking of a vast array of computers in the 1970's provided a few biologists with ready access to the expanding pool of sequence information. This web of connections, now known as the Internet, has evolved and expanded so that nearly everyone has access to this information and the tools necessary to analyze.

IMPLEMENTATION PROCESS

The implementation part has three phases. They are

1. **Input**

The two sequences are read from the user and are feed to the selected algorithm. The sequences may be taken from a file stored on the disk also.
2. Alignment

The sequences are aligned for global and local alignment using Needleman and wunsch algorithm, Smith-Waterman algorithm, repeated matches with simple gap costs, and overlap matches with simple gap costs. The functional matrices are computed along with the score and optimal alignment.

3. Output

The optimal alignment, score and the functional matrices are printed on their respective fields.

ALIGNMENT ALGORITHMS

Given a scoring scheme, we need to have an algorithm that computes the highest-scoring alignment of two sequences. We will discuss alignment algorithms based on dynamic programming. Dynamic programming algorithms play a central role in computational sequence analysis. They are guaranteed to find the optimal scoring alignment. However, for large sequences they can be too slow and heuristics (such as BLAST, FASTA, MUMMER etc) are then used that usually perform very well, but will miss the best alignment for some sequence pairs. Depending on the input data, there are a number of different variants of alignment that are considered, among them global alignment, local alignment and overlap alignment. We will use two short amino acid sequences for illustration: HEAGAWGHEE and PAWHEAE. To score the alignment we will use the BLOSUM50 matrix and a gap cost of \( d = 8 \). (Later, we will also use affine gap costs.) Here they are arranged to show a matrix of corresponding BLOSUM50 values:
Table 1. A Matrix of Corresponding BLOSUM50 Values

<table>
<thead>
<tr>
<th></th>
<th>H</th>
<th>E</th>
<th>A</th>
<th>G</th>
<th>A</th>
<th>W</th>
<th>G</th>
<th>H</th>
<th>E</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>-2</td>
<td>-1</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td>-1</td>
<td>15</td>
<td>-3</td>
<td>-3</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>10</td>
<td>0</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-1</td>
<td>-3</td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>-2</td>
<td>-1</td>
<td>-5</td>
<td>0</td>
<td>5</td>
<td>-3</td>
<td>0</td>
<td>-2</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>6</td>
<td>-1</td>
<td>-3</td>
<td>-1</td>
<td>-3</td>
<td>-3</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

**Gap penalties**

Gaps are undesirable and thus penalized. The standard cost associated with a gap of length $g$ is given either by a linear score.

Or an affine score

$$y(g) = g^d$$

$$y(g) = -d \cdot (g-1)e,$$

where $d$ is the gap open penalty and $e$ is the gap extension penalty. Usually, $e < d$ with the result that less isolated gaps are produced, as shown in the following comparison:

**Global alignment: Needleman-Wunsch algorithm**

For obtaining the best global alignment of two sequences, the Needleman-Wunsch algorithm is applied as a dynamic program to solve this program.

**Idea:** Build up an optimal alignment using previous solutions for optimal alignments of smaller substrings.
Given two sequences \( x = (x_1, x_2, ..., x_i) \) and \( y = (y_1, y_2, ..., y_j) \). We will compute a matrix \( F: \{1, 2, ..., n\} \times \{1, 2, ..., m\} \rightarrow \mathbb{R} \), in which \( F(i, j) \) equals the best score of the alignment of the two prefixes \((x_1, x_2, ..., x_i)\) and \((y_1, y_2, ..., y_j)\). This will be done recursively by setting \( F(0,0) = 0 \) and then computing \( F(i, j) \) from \( F(i-1, j-1) \), \( F(i-1, j) \) and \( F(i, j-1) \).

**The Recursion**

There are three ways in which an alignment can be extended up to \((i, j)\). We obtain \( F(i, j) \) as the largest score arising from these three options. This is applied repeatedly until the whole matrix \( F(i, j) \) is filled with values. To complete the description of the recursion, we need to set values of \( F(i, 0) \) and \( F(0, j) \) for \( i \neq 0 \) for \( j \neq 0 \). The final value \( F(n, m) \) contains the score of the best global alignment between \( x \) and \( y \). To obtain an alignment corresponding to this score, we must find the path of choices that the recursion made to obtain the score. This is called a trace back.

**Algorithm**

<table>
<thead>
<tr>
<th>Input: two sequences ( X ) and ( Y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: optimal alignment and score ( c )</td>
</tr>
<tr>
<td><strong>Initialization:</strong></td>
</tr>
<tr>
<td>Set ( F(i, 0) := 0 ) for all ( i = 0, 1, 2, ..., n )</td>
</tr>
<tr>
<td>Set ( F(0, j) := 0 ) for all ( j = 0, 1, 2, ..., m )</td>
</tr>
<tr>
<td>For ( i = 1, 2, ..., n ) do:</td>
</tr>
<tr>
<td>For ( j = 1, 2, ..., m ) do:</td>
</tr>
<tr>
<td>Set ( F(i, j) := \max \left{ F(i-1, j-1) + s(x_i, y_j), F(i-1, j) - a, F(i, j-1) - a \right} )</td>
</tr>
<tr>
<td>Set backtrace ( T(i, j) ) to the maximizing pair ((i', j'))</td>
</tr>
<tr>
<td>The score is ( c := F(n, m) )</td>
</tr>
<tr>
<td>Set ( (i, j) := (n, m) )</td>
</tr>
</tbody>
</table>

**repeat**

- if \( T(i, j) = (i-1, j-1) \) print \( (x_i, y_j) \)
- else if \( T(i, j) = (i-1, j) \) print \( (x_i, -) \) else print \( (y_j, -) \)

**Set** \( (i, j) := T(i, j) \)

**until** \((i, j) = (0, 0)\).
Complexity

We need to store \((n+1)\times(m+1)\) numbers. Each number takes a constant number of calculations to compute: three sums and a max. Hence, the algorithm requires \(O(nm)\) time and memory. For biological sequence analysis, we prefer algorithms that have time and space requirements that are linear in the length of the sequences. Quadratic time algorithms are a little slow, but feasible. \(O(n^3)\) algorithms are only feasible for very short sequences. Something to think about: if we are only interested in the best score, but not the actual alignment, then it is easy to reduce the space requirement to linear.

Local alignment: Smith-Waterman algorithm:

Global alignment is applicable when we have two similar sequences that we want to align from end-to-end, e.g. two homologous genes from related species. Often, however, we have two sequences \(x\) and \(y\) and we would like to find the best match between substrings of both. For example, we may want to find the position of a fragment of DNA in a genomic sequence. The best scoring alignment of two substrings of \(x\) and \(y\) is called the best local alignment. The Smith-Waterman local alignment algorithm is obtained by making two simple modifications to the global alignment algorithm.

In the main recursion, we set the value of \(F(i, j)\) to zero, if all attainable values at position \((i, j)\) are negative:

\[
F(i, j) = \max \begin{cases} 
0, \\
F(i-1, j-1) + s(x_i, y_j), \\
F(i-1, j) - d, \\
F(i, j-1) - d. 
\end{cases}
\]
The value \( F(i,j) = 0 \) indicates that we should start a new alignment at \((i,j)\). This is because, if the best alignment up to \((ij)\) has a negative score, then it is better to start a new one, rather than to extend the old one. Note that, in particular, we have \( F(i,0) = 0 \) and \( F(0,j) = 0 \) for all \( i = 0, 1, 2, \ldots, n \) and \( j = 0, 1, 2, \ldots, m \).

Instead of starting the trace back at \((n,m)\), we start it at the cell with the highest score, \( \text{argmax} \, F(i,j) \). The trace back ends upon arrival at a cell with score 0, which corresponds to the start of the alignment. For this algorithm to work, we require that the expected score for a random match is negative, i.e. that where \( q_a \) and \( q_b \) are the probabilities for the seeing the symbol a or b at any given position, respectively. Otherwise, matrix entries will tend to be positive, producing long matches between random sequences.

**Algorithm**

**Input:** two sequences \( X \) and \( Y 

**Output:** optimal alignment and score \( \alpha \)

**Initialization:**
- Set \( F(i,0) := -j \cdot d \) for all \( i = 0, 1, 2, \ldots, n \)
- Set \( F(0,j) := -j \cdot d \) for all \( j = 0, 1, 2, \ldots, m \)

**For** \( i = 1, 2, \ldots, n \) **do:**
  **For** \( j = 1, 2, \ldots, m \) **do:**
    Set \( F(i,j) := \max \left\{ F(i-1,j-1) + s(x_i,y_j), F(i-1,j) - d, F(i,j-1) - d \right\} \)
  Set backtrace \( T(i,j) \) to the maximizing pair \((i',j')\)

The score is \( \alpha := F(n,m) \)

**Set** \((i,j) := (n,m)\)

**repeat**
  **if** \( T(i,j) = (i-1, j-1) \) **print** \((x_i, y_j)\)
  **else if** \( T(i,j) = (i-1, j) \) **print** \((x_i, y_j)\) **else** **print** \((y_j)\)
  **Set** \((i,j) := T(i,j)\)
**until** \((i,j) = (0,0)\)
Results

The following sequences were taken as an example for implementing the algorithm.

SEQUENCE 1:
AGGCTCAGAACGCATCCAGAAATCAGGGGAAGGAGACCCCTATCTGTCTTCTTCTGGAAGAGCTGGAAA

SEQUENCE 2:
ATGGGTGACTGGGCTTCCTGGAGAAGTTGCTGGACCAGGCCAGGAGCACTCGACCGTG

The output screens for various algorithms are shown below.

a) Optimal Alignment Using Needleman-Wunsch Algorithm:
b) Optimal Alignment Using Smith-Waterman Algorithm
c) Optimal Alignment Using Repeated-Match Algorithm:
d) Optimal Alignment Using Overlap-match algorithm:
Clearing the previous sequences and their results. A predefined example

CONCLUSION AND FUTURE RESEARCH

Bio-Informatics is the study of complex biological information using computational techniques. The role of the computers in Bio-Informatics is required for their processing speed of complex data and for their problem solving power. Bio-Informatics include Molecular Biology, Bio-Physics and Computer Science, Mathematics and Statistics. This requires solidarity among Biologists, Mathematicians, Engineers and Computer scientists to provide effective solutions for scientific problems. Accelerating Biological research projects using computer databases and algorithms. In this project we have implemented the various pair-wise alignment algorithms like Needleman and wunsch algorithm, Smith-waterman algorithm and designed a tool for the user through which he can input the sequences that are to be aligned, select the a particular algorithm and compute the optimal alignment along with the functional matrix and score. The results are displayed on the
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Appendix:

Sample Project Code in Java

```java
class Substitution {
    public int score;
    
    void buildscore(String residues, int[][] residuescores) {
        // Allow lowercase and uppercase residues (ASCII code <= 127):
        int score[][] = new int[127][127];
        for (int i=0; i<residues.length(); i++) {
            char res1 = residues.charAt(i);
            for (int j=0; j<i+1; j++) {
                char res2 = residues.charAt(j);
                score[res1][res2] = score[res2][res1] = score[res1][res2+32] = 32;
            }
        }
    }
}
```

39
score[\text{res2}+32][\text{res1}] = 
score[\text{res1}+32][\text{res2}] = 
score[\text{res2}][\text{res1}+32] = 
score[\text{res1}+32][\text{res2}+32] = 
score[\text{res2}+32][\text{res1}+32] = 
\text{residuescores[i][j]};
}

abstract public String getResiduesQ;
}

class BlosumSO extends Substitution {

private String residues = "ARNDCQEGHILKMFPSTWYV";

public String getResiduesQ
{
return residues;
}
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