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1 COURSE STAFF AND CONTACT INFORMATION

Dr. Mikko Rönkkö          Course instructor          mikko.ronkko@aalto.fi

- All course assignments are available and returned through Aalto MyCourses.
- All articles and other reading materials are available through Zotero.
- Except for personal matters, all course communications are done through the course discussion forum at Aalto MyCourses.

2 OVERVIEW OF THE COURSE

This is a blended learning course that contains both online and in-person elements. All in-person elements are optional except for the final seminar days that contain student presentations, so it is possible to complete the course mostly online. While online participation is possible, we follow a schedule, which means that completing the course as independent self-study for credits is not possible.

This is an advanced level course that is designed for students who have already some experience in using quantitative research designs and data analysis techniques in their own research. The goal of the course is to develop a more thorough understanding of how and why certain techniques are used and what principles these techniques are based on. The course focuses on longitudinal and multilevel designs and analyses. The techniques covered include all advanced econometrics and latent variable techniques used in *Academy of Management Journal, Journal of Applied Psychology, Journal of Management, Journal of Operations Management, Journal of Organizational Behavior, The Leadership Quarterly, Organization Science, Personnel Psychology,* and *Strategic Management Journal* as reported in a recent review. The focus of the course will be on how these techniques can be used to empirically support causal claims taking particularly the issues of endogeneity and measurement validity into account.

The course consists of eight units, that each take two to four weeks and contain video lectures, online and in-person discussions, and assignments. The number of credits varies between 6-10 depending on which assignments students choose to complete. The content of each course component is explained later in the course brochure. All data analysis assignments can be completed with Stata or R. Mplus can be used for some of the assignment or their parts.

<table>
<thead>
<tr>
<th>Credits</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.5</td>
<td>Pre-exam</td>
</tr>
<tr>
<td></td>
<td>Video lectures and online participation</td>
</tr>
<tr>
<td></td>
<td>Readings and written assignments for units 2 and 3</td>
</tr>
<tr>
<td></td>
<td>Data-analysis assignment for units 2-9</td>
</tr>
<tr>
<td></td>
<td>Monte Carlo study</td>
</tr>
<tr>
<td></td>
<td>Paper presentation</td>
</tr>
<tr>
<td></td>
<td>Final exam</td>
</tr>
</tbody>
</table>

+0.5 each Written assignments for units 4-9
+0.5 Writing a methodological review

Max 10 credits. The number of credits is rounded down.

---

3 PARTICIPATION AND SIGNING UP

This course is targeted to industrial engineering and management doctoral students that have already taken the course TU-L0021 – Statistical Research Methods or an equivalent quantitative research methods course. Faculty or students from other universities are admitted if space permits.

You can sign up for the course at the following URL using the enrolment key SRM2020 (in capital letters):

https://mycourses.aalto.fi/enrol/index.php?id=26732

4 LEARNING OUTCOMES

The main goal of the course is to provide an overview of most commonly used data analysis techniques and research designs that go beyond cross-sectional designs and simple linear models. Instead of just explaining how the methods are used, we focus on why certain methods are used and how and why these methods work. Completing the 6-credit base module will introduce you to the logic of structural equation models, generalized linear models, longitudinal data analysis, missing data, advanced measurement concepts, and endogeneity and causality.

The optional readings and written assignments and data-analysis assignments are more challenging and recommended only for those who plan to use the methods and designs covered in these assignments in their own research.

5 WORKLOAD

TO BE ADDED². If you want to complete all mandatory and optional assignments on the course, you should book about two full work days per week for the duration of the course.

6 COURSE CONTENT

The course consists of a pre-exam, a learning diary, readings and written assignments, data analysis assignments, video lectures, online interactions, seminar sessions, and computer classes. All assignments are distributed and returned through Aalto MyCourses where online interactions also take place.

https://mycourses.aalto.fi/course/view.php?id=26732

The course is structured as ten units that are completed sequentially. At the beginning of a unit, the students receive a set of readings and video materials that they study independently. After this, the content and possible questions and thoughts that it raises are discussed on the course forum. Each unit concludes with a seminar where the materials are further discussed in-person.

The different parts of the course are listed below:

6.1 Pre-exam (mandatory)

The pre-exam is a written exam that you must pass to be able to participate and get credits. The exam materials are


and either of these books depending on whether you want to use Stata or R as your main statistical analysis software for the course:

StataCorp. (2019). *Stata user’s guide*. College Station, TX: Stata Press. ([PDF on Stata’s website](#))

Wickham, H., & Grolemund, G. (2016). *R for Data Science: Import, Tidy, Transform, Visualize, and Model Data*. O’Reilly Media, Inc. ([Available online](#))


The exam consists of four questions. The first question is term definitions, in which you need to define 8 terms from the course material. The three remaining questions are essays. The exam questions are chosen randomly from a question pool that can be found on the course website.

### 6.2 Readings and written assignments (2 mandatory, 6 optional)

The written assignments consist of reading methodological literature and empirical papers and then doing an assignment where you apply the methodological ideas that you just studied to analyze the empirical papers. You will be provided individual feedback on the written assignments and these are discussed in both the online and in-person interactions.

The written assignments 1, and 2 are mandatory. The written assignments 3-8 are optional and can completed for extra credits. All returned written assignment should follow the American Psychological Association (APA) Publication Manual style for article manuscripts. All work will be checked for plagiarism using the TurnItIn service and will be returned to the students for revising if plagiarism problems are found.

### 6.3 Presentation of a methodological paper (mandatory)

In this assignment, the students pick an article published in *Organizational Research Methods* during the last three years. The article should be chosen based on how useful or thought provoking you found the article to be. The articles that are discussed in detail on the course cannot be picked. Read through the article and prepare a 15-minute presentation of the article that you will give to the other students during the last seminar.

The purpose of this assignment is to familiarize you with the kind of research that *Organizational Research Methods* publishes and how articles presented in this journal should be read and interpreted. This is useful if you want to keep yourself up to date with the latest developments in research methods that are applied in management research.

### 6.4 Writing a methodological review (optional)

In this assignment, the students are given real articles that have been submitted to *Journal of Operations Management* and were assigned to be methods checked before the actual review. The task is to identify weaknesses from the empirical part and suggest ways that the authors can use to fix these problems. You are given a template that contains explanations of the most common problems present in articles submitted to the journal, but are of course free to give other suggestions as well.

All reviews will be given individual feedback and will be used as actual reviews by the journal. If you want, you can then continue working as a reviewer of the article if you are interested in seeing how the article develops in the review process or just commit a single reviewer statement and then drop out.

The purpose of this assignment is to teach you how to review the methods parts of empirical research and to show the kinds of problems that initial versions of articles submitted to journals often include.
6.5 Data-analysis assignments (8 mandatory)

Because the course is focused on doing quantitative analysis effectively, all data analysis assignments are mandatory. Each assignment contains three parts, tools, analyses, and challenge.

The tools part introduces you to general concepts such as reproducibility, programming your statistical software, data management, and visualization. Reproducibility refers to the being able to reproduce the exact analysis results presented in an article from the original raw data. Reproducibility can be compromised by poor data-analysis practices as well as by manual transferring of results from the statistical software to the research article.

Data management is an important skill of a quantitative researcher for two reasons. First, the raw data are typically in a different format than what the final analysis requires and thus some preparations are required before the actual analysis can even start. Second, the data preparation step is error prone and therefore it is important to know how to do data preparation in a transparent and reproducible way so that possible data preparation errors can be identified. Reproducibility can be increased by structuring all analyses as well-documented analysis files and by using the statistical software to produce the final tables shown in articles.

Data visualization is another important skill of a quantitative researcher. While good statistical software provides you with useful visualization tools (e.g. margins and marginsplot in Stata), there are scenarios where these tools are not applicable. For example, if you want to do a marginal effect or marginal prediction plot based on a latent variable model or a multilevel model, the built-in commands are often inadequate. Moreover, sometimes the impact of the different options and what they mean for the graphics may be difficult to evaluate.

The analyses part contains a series of short data-analysis tasks where the students apply the techniques discussed in the unit to either real or simulated dataset and interpret the results.

The challenge part contains one or two more challenging questions from the question pool of the final exam and can be useful for evaluating one’s level of skill at various stages of the course.

Assignments can be done with either Stata or R. Some assignments can be also be completed fully or partly with Mplus. The course assumes that the students have a basic understanding of their statistical software before the start of the course. The MyCourses page contains additional resources for familiarizing yourself with different statistical software.

The answer to each data-analysis assignment must be submitted as two separate files. A commented analysis file (R file or Stata do file) that implements the analyses and a report that is produced using the reproducibility techniques taught on the course and also shows the analysis results and the required interpretations. All returned data analysis assignments will receive individual feedback.

6.6 Monte Carlo assignment (mandatory)

A Monte Carlo study is a study where repeated samples are generated from a known population which are then each analyzed with a technique being studied. This kind of studies are the most common form of evidence presented to support new data analysis techniques. In the Monte Carlo assignment, the task is to pick a rule of thumb or a guideline and present evidence either supporting or refuting the rule. Examples of rules that you might study are:

- Variance inflation factor (VIF) should be less than ten to ensure that the estimates are interpretable.
- Control variables that are uncorrelated with the dependent variable should be left out from a regression model\(^3\).

---

Approximate fit indices indicating RMSEA < .06 and CFI > .95 indicate a good fitting model that can be causally interpreted. Regression analysis requires the error term to be normally distributed. Common method variance will always inflate regression estimates. Measurement error will always attenuate regression estimates.

The Monte Carlo studies are reported as short presentations (15 minutes) that are given in the last seminar session by the students. The purpose of this assignment is to familiarize the students with the programming features of their statistical software as well as how methodological evidence is generated and interpreted. Being able to conduct Monte Carlo simulations can also be useful for applied researchers, because a simple Monte Carlo can sometimes be enough to convince your readers and reviewers of the soundness of your empirics (e.g. a power analysis in the case of small-sample research).

6.7 Video lectures (mandatory and optional)

The course follows a flipped classroom design and the lectures are delivered as videos that students watch on their own before online and in-person meetings with the instructor. The video library consists of about 100 videos forming a total of about 20 hours of content. Each of the videos is assigned to a unit and the completion of watching the videos is tracked so that a student can complete a unit only if they have watched all mandatory videos for that unit. Some videos may contain interactive content (e.g. quizzes) that must be completed successfully to complete the video.

6.8 Online interactions (mandatory)

Each unit contains mandatory online participation in the form of course forum discussion. At the beginning of each unit, the students are assigned the materials for that unit including readings, assignments, and video content. After a few days of familiarizing with the content, students are expected to post a question or a comment about the materials on the course forum. These questions and comments are then discussed online with the course instructor. To pass an online interaction session, a student must either start at least one discussion thread by posting a question or comment or reply to at least one thread started by someone else. Participation is graded. Detailed instructions for how to participate online are delivered by email when the course forums open.

6.9 Seminar sessions (mandatory and optional)

Each unit concludes with an in-person seminar. These seminars follow a flipped classroom design. Each seminar starts with an overview of the lecture materials that the students have viewed as videos in advance, but the focus is more on discussion and classroom assignments. The seminar sessions are optional, but participation is highly recommended. The final seminar session includes student presentations and is mandatory.

6.10 Computer exercise sessions (optional and not graded)

The computer exercise sessions are optional and not graded. The course instructor is present to answer questions and give hand-to-hand guidance with the computer assignments. It is unlikely that a data-analysis assignment can be completed fully within the short time of a computer class, so it is recommended that the students start working on the assignments on their own already before the class so that we can use the class to focus on problems and questions. In addition to working with data, we will do “manual calculations” without statistical software. Most statistical estimation involve minimizing or maximizing an estimation function. For example, least squares estimator minimizes the sum of squares of prediction errors (residuals).
and maximum likelihood estimator maximizes the likelihood of the data given a hypothesized model. During these exercises, we specify the estimation functions in Excel and estimate the models by minimizing or maximizing this function with the Solver tool in Excel. The purpose of these assignments is to make the students understand how the analysis tools work in practice. While you are unlikely to encounter problems with linear regression, more advanced modeling techniques may not always work well or you could get nonsense results. In these scenarios understanding what the analysis software actually does is very important so that you can troubleshoot the analysis.

6.11 Final exam

The course concludes with a final exam. The exam is done using either Stata and R and the answers are submitted as a report similar to the assignment reports. The exam will require the students to carry out and interpret analyses on datasets given by the instructor, troubleshooting problematic analyses, finding problems in analyses and research designs reported by other, and so on. The exam is an open book exam and the students can use their notes, written material, and internet, but they may not communicate with each other or anyone else over the internet.

The exam time is 4 hours.

7 UNITS AND SCHEDULE

The course consists of eight units. Each unit starts with a self-study of the materials, followed by online interactions where the materials are discussed on the course forum, and concludes with an in-person seminar and computer class. During the in-person teaching days, we will discuss theory and principles of quantitative research in the mornings and do hands-on assignments during the computer class in the afternoon. There will be no computer class on the final unit, but we will instead have student presentations and discuss theory and principles for the full day.

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Location</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.11</td>
<td>14.15-16</td>
<td>TU 5 (Aalto)</td>
<td>Introductory lecture</td>
</tr>
<tr>
<td>5.11</td>
<td>14:15</td>
<td>Online</td>
<td>Course forum for unit 1 opens. The task is to write a forum post where you introduce yourself to others on the course.</td>
</tr>
<tr>
<td>11.12</td>
<td>9:00-12:00</td>
<td>TUAS-building</td>
<td>Course pre-exam</td>
</tr>
<tr>
<td>7.1</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 2 opens.</td>
</tr>
<tr>
<td>13.1</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 1 (mandatory)</td>
</tr>
<tr>
<td>15.1</td>
<td>9:15-12</td>
<td>TU 5 (Aalto)</td>
<td>Unit 2 seminar</td>
</tr>
<tr>
<td>22.1</td>
<td>13:15-17</td>
<td>TU 4 (Aalto)</td>
<td>Unit 2 computer class</td>
</tr>
<tr>
<td>26.1</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for data-analysis assignment 1</td>
</tr>
<tr>
<td>Date</td>
<td>Time</td>
<td>Format</td>
<td>Event Description</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>--------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>20.1.</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 3 opens.</td>
</tr>
<tr>
<td>27.1.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 2 (mandatory)</td>
</tr>
<tr>
<td>29.1.</td>
<td>9:15-12</td>
<td>TU 5 (Aalto)</td>
<td>Unit 3 seminar</td>
</tr>
<tr>
<td>5.2.</td>
<td>13:15-17</td>
<td>TU 4 (Aalto)</td>
<td>Unit 3 computer class</td>
</tr>
<tr>
<td>9.2.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for data-analysis assignment 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Unit 4: Generalized linear models</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Weeks 6-8</strong></td>
</tr>
<tr>
<td>3.2.</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 4 opens.</td>
</tr>
<tr>
<td>10.2.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 3 (optional)</td>
</tr>
<tr>
<td>12.2.</td>
<td>9:15-12</td>
<td>TU 5 (Aalto)</td>
<td>Unit 4 seminar</td>
</tr>
<tr>
<td>19.2.</td>
<td>13:15-17</td>
<td>TU 4 (Aalto)</td>
<td>Unit 4 computer class</td>
</tr>
<tr>
<td>23.3.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for data-analysis assignment 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Unit 5: Moderation, structural equation modeling with latent variables</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Week 8-10</strong></td>
</tr>
<tr>
<td>17.2.</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 5 opens.</td>
</tr>
<tr>
<td>24.2.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 4 (optional)</td>
</tr>
<tr>
<td>26.2.</td>
<td>9:15-12</td>
<td>TU 5 (Aalto)</td>
<td>Unit 5 seminar</td>
</tr>
<tr>
<td>4.3.</td>
<td>13:15-17</td>
<td>TU 4 (Aalto)</td>
<td>Unit 5 computer class</td>
</tr>
<tr>
<td>8.3.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for data-analysis assignment 4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Unit 6: Measurement and measurement validation</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Week 10-12</strong></td>
</tr>
<tr>
<td>2.3.</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 6 opens.</td>
</tr>
<tr>
<td>9.3</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 5 (optional)</td>
</tr>
<tr>
<td>11.3.</td>
<td>9:15-12</td>
<td>TU 5 (Aalto)</td>
<td>Unit 6 seminar</td>
</tr>
<tr>
<td>18.3.</td>
<td>13:15-17</td>
<td>TU 4 (Aalto)</td>
<td>Unit 6 computer class</td>
</tr>
<tr>
<td>22.3.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for data-analysis assignment 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Unit 7: Multilevel models</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Weeks 13-15</strong></td>
</tr>
<tr>
<td>23.3.</td>
<td>8:00</td>
<td>Online</td>
<td>Course forum for unit 7 opens.</td>
</tr>
<tr>
<td>29.3.</td>
<td>24:00</td>
<td>Online</td>
<td>Deadline for written assignment 6 (optional)</td>
</tr>
</tbody>
</table>
The detailed description of the ten units follows.

7.1 Unit 1: Course introduction
The purpose of this unit is to introduce the students to the work practices on the course. The students may not be familiar with working on a blended learning / online course, and this first unit will introduce the course tools (MyCourses/Moodle, Zotero, TurnItIn) and work practices. We will also discuss what the requirements for the written assignments are and go over the course plagiarism policy. We will also discuss the importance of reproducibility.
The unit concludes with the course pre-exam.

7.2 Unit 2: Causality, endogeneity, and natural experiments

Research designs and techniques:

The unit discusses assumptions and principles behind making causal claims. We briefly cover different philosophical approaches for causation after which we focus on the counterfactual model. The average causal (treatment) effect is contrasted with other possible ways to define causal effects.

We also cover natural experimental designs for making causal claims. Difference-in-differences, propensity score matching, and regression discontinuity models are introduced as statistical tools for causal analysis.

The concept of endogeneity and why it presents a dilemma is discussed. We discuss the use of instrumental variables to address endogeneity and the instrument relevance and exclusion criterions.

Computer tools:

Besides the analysis techniques presented during this unit, the computer assignment addresses random number generation and reproducibility. Generating random numbers is a useful skill because it allows one to generate datasets from known populations and then test if a particular analysis technique can recover the correct population values. This is useful for example when you are learning new analysis techniques or are troubleshooting existing analyses (e.g. checking for model identification).

This unit introduces Markdown and StatTag to automate linking analysis results to research reports as well as how to export results in CSV or Excel format so that they can be copy-pasted to research reports as full tables.

Readings:


4 Leah J Welty et al., StatTag (Galter Health Science Library, 2016), https://doi.org/10.18131/G36K76.
7.3 Unit 3: Structural equation modeling, mediation, and instrumental variables

Research designs and techniques:

This unit explains the basic principles of structural equation modeling with observed variables for independent observations (e.g., a cross-sectional study). We discuss identification, estimation, interpretation, and diagnostics. The focus will be on maximum likelihood (ML) estimation.

Mediation is introduced in more detail including estimation of models with endogenous mediators.

We discuss further instrumental variable techniques including estimation of instrumental variable models with ML SEM, generalized method of moments (GMM), and two-stage least squares. Tests for endogeneity, weak instruments, and instrument exclusion are introduced as is the concept of plausible exogeneity.

Computer tools:

This unit introduces two new tools: matrix algebra and numerical optimization. Understanding the basics of matrix algebra is useful for two reasons. First, many texts on quantitative methods that go beyond introductory level use matrix notation if not in full then at least in part. If you understand how to read matrix equations and what these equations mean, this will make it easier to study these sources. Second, if you are generating datasets yourself, doing that with matrix equations instead of writing a separate (scalar) equation for each variable is much more straightforward. The introduction covers the topics of matrix sums, matrix multiplication, inverse, and determinant.

Every statistical model addressed on the course is estimated by minimizing an objective function. While some techniques, such as least-squares regression, has a closed form solution which can be simply calculated by applying algebra to the data, many techniques do not. In these cases, the estimates are obtained by numerically minimizing or maximizing the objective function. This unit covers the basics of numerical optimization and how gradient vector and Hessian matrix are used in this process and can be used for troubleshooting non-convergent models.

Readings:


7.4 Unit 4: Moderation, transformations, and generalized linear models

Research designs and techniques:

We discuss the use of linear regression to estimate moderation models and how transformations can be used for modeling non-linear effects.
The unit introduced the generalized linear model, which is an extension to linear regression covering most commonly used single dependent variable models as special cases (e.g. logistic regression, Poisson regression, tobit regression, etc.). Maximum likelihood estimation of these models is introduced.

We will focus on the choice of non-linear model as well as their graphical interpretation and common non-graphical interpretations including their misuses.

**Computer tools:**

The computer tools covered in this unit are about visualization. We will focus particularly on two-way plots and their application for calculating marginal prediction and marginal effects plots. These plots are produced by both the built-in plots (e.g. margins in Stata) as well as without these tools by using generic graphing functions.

**Readings:**


### 7.5 Unit 5: Structural equation modeling with latent variables, latent variable moderation

**Research designs and techniques:**

The unit introduces students to structural equation models with both latent and observed variables for cross-sectional designs. Structural equation models are a basic tool in the course and many of the techniques covered can be considered as special cases of this general modeling framework.

Different techniques for analyzing latent interactions are presented. Estimation techniques other than ML are introduced (MIIV, WLS).

Various diagnostics and model fit indices are discussed.

**Computer tools:**

This unit introduces loops, which allow automating repetitive tasks in statistical software. Loops are used for example to construct and export tables of model fit indices. Such tables are not available for export directly from the software that we use, but must be constructed manually.

We also continue practicing matrix calculations and troubleshoot problematic models by inspecting the output of numerical optimization routines of statistical software.
Readings:

7.6 Unit 6: Measurement and measurement validation

Research designs and techniques:
Measurement related problems, particularly in studies where data are collected with surveys, are some of the most common reasons for rejecting manuscripts from publication. In this unit we will address issues related to reliability, validity, and measurement modeling.

A fairly typical way of addressing reliability in empirical research is to first calculate “Cronbach’s alphas” that are then compared against fixed 0.70 cutoff. If all alphas exceed 0.70, reliability is declared acceptable and then ignored for the remainder of the article. This practice is problematic for two main reasons: alpha is rarely the best reliability index and reliability assessment is not a yes or no decision. We will discuss different reliability indices and their assumptions and how reliability statistics and the effect of unreliability can be interpreted and quantified beyond using fixed benchmarks. The concept of bi-factor model is introduced to support the discussion.

The concept of validity is more challenging. We will discuss a couple of different measurement theories and how these relate to current (psychometric) modeling practices. The problematic concepts of formative measurement and multidimensional constructs are discussed.

Common method variance is another issue that is often raised during the review process of survey-based research. We will discuss the different potential causes of this phenomenon, what different statistical approaches are available to detect and possibly control for method variance, and why most of these techniques are actually inadequate for the task.

Finally, we will also discuss what to do when a structural equation model does not fit or fails to converge. Exploratory structural equation models and Bayesian structural equation models are introduced as possible solutions for relaxing the strict covariance implications of traditional linear structural equation models.

Computer tools:
This unit discusses programming and data management. We discuss how data can be merged and reshaped and how repetitive tasks can be automated with programs (Stata) and functions (R).

Readings:
7.7 Unit 7: Multilevel models

Research designs and techniques:

Independence of observations is one of the key assumptions of linear regression. However, this assumption is violated when working with longitudinal or clustered data (i.e., members in teams) because of unobserved heterogeneity. We start by introducing the concepts of nested and crossed clustering, the between, within, and contextual effects, and the concepts of random and fixed effects.

The data-analysis techniques covered include GLS random and fixed effects estimators and the Mundlak/correlated random effect/hybrid approach from the econometrics tradition for analyzing these types of data and mixed/random/multilevel models from the modeling tradition. Generalized estimation equations and cluster robust standard errors are presented as an alternative to these techniques. Additionally, we discuss the use of cluster means or cluster mean centering for estimating effects on different levels. Different empirical approaches for model choice (Hausman test and different nested model tests) are presented. The data analysis techniques conclude with models for cross-level interactions and generalized mixed models.

Finally, we will also discuss what to do when a multilevel model fails to converge.

Computer tools:

This unit will teach the students how to run Monte Carlo simulations how to summarize the Monte Carlo results as tables and figures.

Readings:


7.8 Unit 8: Sampling, sample selection, and missing data

Research designs and techniques:

Missing data refers to a phenomenon where part of the data that would be ideally be available for an analysis is in fact not available. Sample selection is a special case of missing data where the missigness depends systematically on the studied phenomenon. A classic example is a study of how strongly women’s income depend on their level of education. Studying this effect is challenging because some women choose to not work and stay at home with the children and this decision depends on the income that they would receive from the job markets.

This unit starts by introducing the three different missing data mechanisms, missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR) and different missing data patterns. After this, we will discuss when and why missing data could become a problem and how a potential missing data or sample selection issue can be diagnosed.

Multiple imputation and maximum likelihood estimation with missing data (FIML) are presented as solutions to the MCAR and MAR scenarios. Selection models, including the widely used Heckman model, are presented as a potential solution to MCAR scenarios, focusing particularly on the assumptions that these techniques make and the fact that sometimes these assumptions may be more untenable than the MAR assumption.

Finally, we will discuss on endogenous selection where data are not missing, but whether a company makes a decision depends on the company’s expected returns from that decision.

Computer tools:

Besides the analysis techniques discussed in this unit, there will be no new computer tools. The students will have an opportunity to ask questions and get guidance on their Monte Carlo projects.

Readings:


### 7.9 Unit 9: Longitudinal analysis and multilevel SEMs

#### Research designs and techniques:

Longitudinal analysis can refer to either studying the effects of time on the dependent variable or studying the effect of the dependent variable itself on its future values. This unit introduces the concepts of lagged dependent variables, and the choice of lags more generally, autocorrelation, dynamic panel models, endogeneity in panel models.

The econometrics techniques cover the use of instrumental variables to address the endogeneity issue in dynamic panels, particularly by using the Arellano-Bond approach. Longitudinal analysis with structural equation models are covered using the latent growth model, cross-lagged model and its variants, and latent change score models.

Stata’s generalized structural equation modeling and other approaches to multilevel structural equation modeling, including the MUML and WLSMV estimators as implemented in Mplus and Lavaan are presented. Longitudinal latent class analysis is introduced briefly.

#### Computer tools:

Besides the analysis techniques discussed in this unit, there will be no new computer tools. The students will have an opportunity to ask questions and get guidance on their Monte Carlo projects.

#### Readings:


### 7.10 Unit 10: Student presentations and course conclusion

The unit we will address research design and current issues and debates in quantitative management research. We end with a summary of the course units. This unit concludes with a full day seminar.

The seminar has two sets of student presentations. Each student is required to read one recent article from *Organizational Research Methods* and present that in the class. Additionally, the students present their Monte Carlo simulations.

### 8 GRADING

All submitted work will be graded between 1-5 and your grade will be a weighted average of the parts of the course that you completed.

<table>
<thead>
<tr>
<th>Course part</th>
<th>Weight</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-exam</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Seminar and forum participation</td>
<td>1 each (total 9)</td>
<td>By default, you will receive 2 for posting something on the course forum or being present at a seminar and your grade will increase based on your unit participation</td>
</tr>
<tr>
<td>Final exam</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Assignments</td>
<td>1 each (total 11)</td>
<td>8 data analysis assignments, 8 written assignments, 1 Monte Carlo presentation, 1 methodological article presentation, 1 methods review.</td>
</tr>
</tbody>
</table>

### 9 COURSE MATERIAL

The reading materials for the course are distributed through the Zotero reference management system. To get access to the materials:

1. Create a user account at [Zotero.org](https://zotero.org)
2. Email your username to the course instructor
3. The course instructor will send you an invitation to a group library, which you need to accept.

After you have accepted the invitation, you can access the material either online with a web browser or by installing the Zotero software on your computer. See the MyCourses page for information.

All seminars will be recorded on video and will be made available for the students.
9.1 Books
To be added.
XX pages total.

9.2 Articles
To be added.
XX pages total.

9.3 Empirical articles used as examples
To be added.
XX pages total.

10 ABOUT THE INSTRUCTOR
The course is taught by Dr. Mikko Rönkkö. He is Associate Professor of Entrepreneurship at Jyväskylä University School of Business and Economics and Docent in Management at Aalto University. His work focuses on the use of quantitative research methods in management and on software entrepreneurship. He has published articles about quantitative research methods in multiple journals including leading applied research methods journals, (e.g. Organizational Research Methods, Psychological Methods), and leading field journals (e.g. Journal of Operations Management and MIS Quarterly), and has taught quantitative research methods at multiple universities in and outside Finland. He is currently a department editor at Journal of Operations Management and on the editorial boards of Organizational Research Methods and Entrepreneurship Theory and Practice.