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Dose-finding designs over 
last 30 years

• So many designs are available now. 
Which one to use?
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The 3+3 
design 
(1989)
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The 3+3 design (1989)

• Rule based 

• No statistical models
• Easy
• Transparent
• Societal acceptance

• Naïve/Rigid
• <= 6 patients per dose
• MTD wide range (1/6-1/3)
• Performance depends on the # of 

doses
• Large variabilities in MTD 

identification
• Often little data supporting RP2D 

choices
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Numerous papers
have shown 3+3 is 
inferior in many ways
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The CRM 
designs (1990-
2007)
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The CRM & BLRM 
designs

• MTD: a target rate 𝑝𝑇

• BLRM: probability intervals

• Dose-response curve

• 𝑝 𝑥 = 𝑝0 𝑥 exp 𝛼 or logit(-1) (𝑥𝛽)

• 𝛼 ∼ 𝑁(0, 1.34); or 𝛽 ∼ 𝑝𝑟𝑖𝑜𝑟

• 𝑝0 𝑥 is the “skeleton”

• Next dose = argmin| Ƹ𝑝 𝑥 − 𝑝𝑇| or 
based on posterior prob. of intervals

• Operation

• Need a statistical expert for inference 
and decision making

• Too complex for the clinical team

• SMC may override dosing decision

• Ad-hoc rules for over-dose control

8

• Model based 
• Account for variability

• Dose response curves

• Flexible and powerful

• Lots of modifications
• Over-dose control

• Bayesian models

• # of parameters

• Black box, complex, 
costly



Hundreds of papers on 
CRM over the past 3 
decades – very 
popular as a research 
topic

• First paper, O’Quigley, Fisher, Pepe (1990); solid statistical principle: Model-
based inference; borrow information across doses

• Wheeler et al. (2019) provide a comprehensive tutorial summarizing the decades of 
research on CRM.

• CRM is not easy to implement – in 2019 still needing a tutorial



CRM-Software (Wheeler et al., 2019)
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U-Design Laiya Consulting                Stand-alone      Commercial       Both              Phase I, II, II/III adaptive designs, master protocols
sample size cal; etc.

EAST Escalate Cytel Stand-alone      Commercial       Both              Phase I adaptive designs, 



The interval-
based designs 
(2007-now)

• Model-based designs
• Account for variability

• Dose response curves

• Flexible and powerful

• Simple & Transparent
• Over-dose control

• Simple Bayesian models

• Decision tables
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The mTPI (mTPI-2) 
designs: Specify an 
equivalence interval

• MTD target is set at 𝑝𝑇, say 0.25.

• An equivalence interval (pT − 𝜖1, pT + 𝜖2) , where (pT −
𝜖1) and (pT + 𝜖2) are the lowest and highest toxicity rates 
for a dose to be considered as the MTD.

• All the decisions for dose finding can be pre-tabulated (Ji 
et al., 2007, 2010)

• mTPI-2 (Guo et al, 2017) and keyboard (Yan et al, 2017) 
are identical.

		 	

(0,	pT-e1)	 (pT-e1,	pT+e2)	 (pT+e2	,	1)	

UPM	=		
	

UPM( )	

UPM( )	

UPM( )	
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UI EI OI

E S D

Posterior density

Unit probability mass

Intervals:

Decisions:

UPM = Marginal posterior probability of interval
(Guo et al., 2017)



The mTPI (mTPI-2) 
designs: Equal-lengthed
subintervals

• MTD target is set at 𝑝𝑇, say 0.25.

• Due to Ockham’s razor (Guo et al., 2017), mTPI-2 
further divides the three intervals into subintervals 
with equal length.

• mTPI-2 (Guo et al, 2017) and keyboard (Yan et al, 
2017) are identical.
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An mTPI decision table • Generated based on models
• Presented as rules



Contribution to the society: Interval-based 
designs (2007-2013) & (2015-2020)

• For the first time bridged 
simplicity and model-based 
inference

• Effectively challenged the 
3+3 design as the only 
clinically popular method

• Widely used in practical 
trials (publications in 
Lancet Oncology, JAMA 
Oncology, etc)

• CCD/BOIN/i3+3 further 
simplify the approaches
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Criticism of the mTPI design table

When 3/6 patients have DLT, how can we “S”, stay at the current dose?

16

Note: 2/4 – S; but 4/8 – D!



The mTPI
decisions are 
statistically 
optimal, but

• Guo et al. (2017) show that the decisions in mTPI minimizes the posterior 
expected 0-1 loss – it is statistically optimal!

• So how can Stay at 3/6 be an optimal decision?

• 3/6 Stay when 𝑝𝑇 = 0.3 and EI=(0.25, 0.35). Is it wrong?

• 4/8 De-escalate based on the same table
• Statistical variability is the key; 6 patients have larger variability than 8 

patients; 

• Alternatives:

• Change 0-1 loss to a loss based on distance from 𝑝𝑇
• Ockham’s razor: Guo et al. (2017) – the mTPI-2 design

• mTPI-2 blunts Ockham’s razor and makes decisions more 
“nimble”
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The interval 
designs (2015-
now)

• Model-assisted designs
• Statistical inference using 

models (simple models)

• Inference based on point 
estimate

• Presentation of the 
decisions as rules 
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What is the BOIN design and why is it popular?

19

• At a dose, n (e.g., =3, 6, 9) patients are treated, y (=0, 1, 2,…) patients DLT

• Compare 
𝑦

𝑛
with intervals

• If  
𝑦

𝑛
≤ pT − 𝜆1, Escalate

• If  pT − 𝜆1 <
𝑦

𝑛
< pT + 𝜆2, Stay

• If  
𝑦

𝑛
≥ pT + 𝜆2, De-escalate

• The above rules originally proposed by the CCD design (Ivanova et al., 2007)

• BOIN applies the same safety rules as mTPI/mTPI-2/keyboard

Examples: 

0/3, Escalate; 1/3 Stay, 2/3, 3/3 De-escalate

0/6, 1/6, Escalate; 2/6 Stay, 3/6, 4/6, 5/6, 6/6 De-escalate

BOIN is very simple and easy to use. However, 

What are the 𝜆1 and 𝜆2 and how to decide them?

Quick answer: elicit from physicians.

𝜆1 and 𝜆2 are based on an optimization procedure.

• Physicians provide an interval (pT − 𝜖1, pT + 𝜖2) 

• BOIN changes it to “optimal” (pT − 𝜆1, pT + 𝜆2)

• Before seeing any data!?

BOIN: “O” stands for “optimal” 



How does the optimization work in BOIN? 
(unpublished yet)
A decision 

theoretic 

framework 

requires a 

reasonable 

model

A classical decision 

theoretic optimization 

framework

Data: 𝑦; Model: f 𝑦 𝜃 , Prior: 𝜋 𝜃 , Posterior: 𝑝 𝜃 𝑦

Action: 𝑎 ∈ {𝐷, 𝑆, 𝐸}; Loss: 𝑙 𝑎, 𝜃 , Decision rule: 𝑅 𝑦 → 𝑎

Optional decision rule: 𝑅∗(𝑦) is optimal if it provides the smallest loss (or 

expected loss); for example, Bayes’ rule

𝑅∗ 𝑦 = argmax
𝑎

∫ 𝑙 𝑎, 𝜃 𝑝 𝜃 𝑦 𝑑𝜃

mTPI/mTPI-2/keyboard are based on Bayes’ rules for a model

f 𝑦 𝜃 = 𝐵𝑖𝑛 𝑛, 𝜃 , 𝜋 𝜃|𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑏𝑒𝑡𝑎 1,1 𝐼𝑛𝑑 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 , 𝜋 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑢𝑛𝑓

and 0-1 loss

BOIN's optimization: 

prior distribution 

assumes three point 

masses only

Model: f 𝑦 𝜃 = 𝐵𝑖𝑛 𝑛, 𝜃 ; Prior: 𝜋 𝜃 =
1

3
if 𝜃 ∈ {𝜙1, 𝑝𝑇, 𝜙2}

Loss: 0-1 loss 𝐼𝑛𝑑 𝑎 = 𝐷, 𝜃 ≠ 𝜙2 + 𝐼𝑛𝑑 𝑎 = 𝑆, 𝜃 ≠ 𝑝𝑇 + 𝐼𝑛𝑑(𝑎 = 𝐸, 𝜃 ≠ 𝜙1)

Optimal decision: Bayes’rule

if 
𝑦

𝑛
≤ 𝜙1, E(scalate)

if 𝜙1 <
𝑦

𝑛
< 𝜙2, S(tay)

if 
𝑦

𝑛
> 𝜙2, D(e-escalate)

Note: the Bayes risk is a function of (𝜙1, 𝑝𝑇, 𝜙2), and BOIN chooses to 

minimizes the Bayes risk for (𝜙1, 𝜙2), which leads to the “optimal 

decision boundaries” EI*= (𝜙1 + 𝑎1, 𝜙2 − 𝑎2) ≡ (𝜆1, 𝜆2).

20Question: do we believe the probability of toxicity only takes three values?



CCD/BOIN decision rules based on a point estimate 
𝑦

𝑛

• Turns out the above decision rules in BOIN corresponds to a Bayes’ 
(optimal) rule – optimal for posterior expected 0-1 loss

• However
• It is only optimal if one assumes that the prior distribution (of toxicity 

probability of each dose) can only take three values
• Target toxicity probability: 𝑝𝑇 with prob 1/3

• Left boundary of the EI: 𝜙1 = (𝑝𝑇 − 𝑒1) with prob 1/3

• Right boundary of the EI: 𝜙2 = (𝑝𝑇 + 𝑒2) with prob 1/3

• The “optimization” on the two boundaries are not necessary. It creates 
problems (next slide)

21

if 
𝑦

𝑛
≤ 𝜙1, E(scalate)

if 𝜙1 <
𝑦

𝑛
< 𝜙2, S(tay)

if 
𝑦

𝑛
> 𝜙2, D(e-escalate)



Can the EI be 
“optimized”?

• Except for BOIN, all other iDesigns and ibDesigns prespecify (by 
users input)

EI = 𝜙1, 𝜙2 ≡ (𝑝𝑇 − 𝑒1, 𝑝𝑇 + 𝑒2)

• BOIN “optimize” EI to an “optimal” EI,

EI*= (𝜙1 + 𝑎1, 𝜙2 − 𝑎2) ≡ (𝜆1, 𝜆2)

before observing any data

22

𝑝𝑇
𝜙1 𝜙2

0 1𝜙1 + 𝑎1 𝜙2 − 𝑎2

EI* (BOIN)

EI (non-BOIN)

Remarks:
1. All the designs elicit EI from the investigators  as the“tolerance” for MTD to be away 

from 𝑝𝑇
2. EI is a preference, just like 𝑝𝑇
3. So what does it mean to optimize EI before data are observed?



No need to “optimize” the interval; 
just use the original intervals from physicians

23

𝑝𝑇
𝜙1 𝜙2

0 1𝜆𝑇

Optimal EI (BOIN)

Original EI 

𝜆𝐸

• The“optimal”EI and the elicited EI generate gaps due to the BOIN framework

1. The gaps are independent of 𝑛, the sample size: they will always be there however large the 
sample size

2. When a dose “falls” into the gaps, the decisions based on the original EI and optimal EI are 
different! – this directly contradicts the elicitation process with physicians

3. No need to perform this additional optimization step. The performance of the designs with 
original EI and optimal EI is almost identical in small samples (gaps are small)

𝜆𝐸 = 𝜙1 + 𝑎1
𝜆𝑇 = 𝜙2 − 𝑎2



No need for simulations to evaluate interval-
based designs!

• Interval-based designs contain three 
key components:

i. Safety rules that stop trials 
or exclude doses if 
Pr 𝑝𝑑 𝑜𝑟 𝑝1 > 𝑝𝑇 𝑑𝑎𝑡𝑎 > 0.95

ii. MTD selection procedure: 
for example, argmin| Ƹ𝑝 𝑥 − 𝑝𝑇|

where Ƹ𝑝 𝑥 is isotonic 
transformed posterior mean

iii. The pretabulated decision 
tables

24The mTPI, mTPI-2/keyboard, BOIN, i3+3 have identical i and ii. The only differences are in iii.



Without running simulations one can already 
evaluate interval-based designs – BOIN and CCD

• BOIN and mCCD (mCCD = CCD + safety rules)

have the same i & ii; and for iii mCCD does not optimize the EI 

• The decisions b/w BOIN and mCCD are identical (for <=51 ss) 

25
Differences = 0 out of a total 1,326 decisions； 𝑝𝑇 = 0.3



Simulation results can be misleading

• For interval-based designs; just look for the three components:
i. Safety rules

ii. MTD selection

iii. Decision tables

• Simulation results based on repeated computer-generated clinical trials 
are completed decided by i-iii. 

• Read review papers with caution
• No single design can dominate another design in ALL scenarios 

26



Statistical modeling is about variabilities: 3/6=0.5; 
30/60=0.5, 3000/6000=0.5…

• The hallmark of statistics is variability
• If no variability, no need for statistics! 

• But the rules below ignore variability! 

If  
𝑦

𝑛
≤ pT − 𝜆1, Escalate; if  pT − 𝜆1 <

𝑦

𝑛
< pT + 𝜆2, Stay; if  

𝑦

𝑛
≥ pT + 𝜆2, De-escalate

• Remember this picture?
• We spent 30 years resorting to statistical models

• Because models account for variability

• But if in the end the decision rules do not need to

account for variability; why bothering with models?

The last chapter: back to rule-based designs!
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The interval designs (iDesigns) and 
the interval-boundary designs (ibDesigns)

Data on a dose:

n : # of pats

y : # of pats w/ DLT

Equivalence Interval 

(EI) :

iDesigns: 

Is 𝑷𝒓(𝒑 ∈ 𝑬𝑰 | (𝒚, 𝒏))?

TPI, mTPI

mTPI-2, 

keyboard

ibDesigns:

Is 
𝒚

𝒏
∈ 𝑬𝑰?

CCD, BOIN

i3+3

28

𝑝𝑇𝜙1

0 1
Toxicity probability

• Key steps in all the designs here:  (1) Specify 𝒑𝑻; (2) Choose EI
• All the designs here use the same isotonic regression to choose final MTD
• Except CCD, all the designs have the same safety rules

𝜙2



The i3+3 
design (2019)

• Rule based (smart rules)

• No statistical model

• Easy

• Transparent

• Social acceptance

• Flexible and powerful
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The i3+3 design (Liu, Wang, Ji, 2020) 

Users provide 𝑝𝑇 (e.g., 0.3), and EI = (𝑝𝑇 − 𝑒1, 𝑝𝑇+𝑒2). No need to change.

30

• If   
y

n
< 𝑝𝑇 − 𝑒1, Escalate; 

• If 𝑝𝑇 − 𝑒1 ≤
y

n
≤ 𝑝𝑇 + 𝑒2, Stay;

• If   
y

n
> 𝑝𝑇 + 𝑒2,

1. If   
y−1

n
< 𝑝𝑇 − 𝑒1, Stay;

2. Else, De-escalate;

i3+3:

0/3 – Escalate; 
1/3 – Stay; 
2,3/3 – De-escalate

i3+3:Dose-finding algorithm
Examples:  𝑝𝑇 = 0.25, EI = (0.2, 0.3)

BOIN:

0/3 – Escalate; 
1/3 – De-escalate; 
2,3/3 – De-escalate

When 
1

𝑛
> 𝑒1 + 𝑒2, i3+3, CCD, and BOIN have 

identical decisions as long as they use the 
same EI



The i3+3 decision rules 
(two examples)

• Comparison to mTPI and BOIN when 1/n is large

31



So how 
does i3+3 
perform?
• For interval-based 
designs; just look for the 
three components:

• Safety rules
• MTD selection
• Decision tables

• With only tiny 
differences the two 
designs perform 
comparably

Differences in about 1% out of a total 1,326 decisions



How to evaluate the simulation results? Lots of 
summary statistics; can be difficult to compare

33



The J-Score is a weighted average of MTD selection 
and patient allocation

34
J score is between 0 and 1; the larger value, the better the design



J-Score results: Different designs perform better in 
different types of scenarios

• Based on 1,978 scenarios from users

• Massive simulations

• A tree summarizes the best designs based on 
scenarios and drug development preferences

• Aggressive: P1, P2

• Neutral: P3

• Conservative: P4, P5

• A higher score means better

• High probability of selecting the MTD

• Safe in allocating patients

• Safe in selecting the doses

35

Top performers 
for each category

d – distance between MTD and adjacent doses; 
larger value means easier scenario



Conclusions

1. Model-based methods are more powerful
• Yes, but depends on what you care (simplicity; model-misspecification; 1/3 Stay no matter what)

2. mTPI is not safe
• Yes, but depends on your loss function (e.g., 3/6 is not too much, but 4/8 is)

3. CCD and BOIN are model-assisted designs
• Yes, model-assisted is still model-based

4. mTPI, mTPI-2, BOIN, Keyboard
• They are model-based designs; and mTPI-2 = Keyboard

5. Which designs to use? Depends!
• For classical single-agent DLT-based cohort—enrollment phase 1 trial, physicians can use 

i3+3 or mTPI-2, but mostly i3+3, unless your drug is very very safe (future talk)
• CRM is also really good but requires statistical expertise and support
• BOIN performs really well and is simple; but it has theoretical flaws
• It seems that 

heavy safety regulation + simple model/inference ≈ Model-free (rule-based) design
36



Phase I Trials in oncology is becoming more 
sophisticated and powerful
• Seamless Phase 1a dose finding + Phase 1b cohort expansion

• Bayesian hierarchical models for borrowing information

• Immune and targeted therapies
• MTD may not be the RP2D; 

• Multiple candidate doses for expansion

• Multiple indications (NSCLC, GC, Ovarian, Prostate, RCC, etc)

• Delayed toxicity outcomes

• Combination treatments (novel + novel combo)

• Eff/Tox dose finding (for cell/gene therapies, e.g., CAR-T)

• Rolling enrollment to speed up the trial

37



Thank you!


