
Buskirk: ASA Webinar, September 19, 2019 Example for Classification Trees 

The ASA2019LabData.RData is an R workspace that contains the data objects we will need to work with for these 
examples.  To load the workspace, choose “Load Workspace” from the File menu in the basic R console or “Load 
Workspace” under the Session tab in R studio.  The ASA2019LabData.R contains R code that can be used to 
generate the various models of interest and can be loaded into your R session by opening a new Script window 
within R. 

KNN Example:  The knntrain.x and knntrain.y, knntest.x and knntest.y data frames included in this workspace 
represent random splits of a larger random sample of residential addresses from across the United States along 
with appended census block group level information related to various covariates of interest.   

The knntrain.x and knntest.x data frames in the workspace represent the x/predictors/covariates for the training 
and test sets, respectively.  

The knntrain.y and knntest.y vectors also represent the Y/outcome of interest stored as a factor where 0 
indicates no landline phone and 1 indicates has a landline phone.   

The goal is to determine the optimal value of “k” for a K-nearest neighbor model that can predict whether or not 
addresses from a new ABS sample will have a phone number available.   

VARIABLE NAMES and DESCRIPTIONS: 

 

Task A: Using the knntrain.x and knntain.y dataframes, determine the optimal value of K to be used for k-nearest 
neighbors based on a 10 fold cross validation with possible values of k ranging from 1 to 21 (odd values only).  
Provide a plot illustrating the cross validation results (accuracy and error bars) and the final value of k.   

NOTE: PLEASE USE THE set.seed(2019) before you perform the 10-fold cross validation! 

Task B:  Now using the optimal value of k generate a knn model using the training data and then determine the 
overall accuracy of the model using the knntest.y data.   

NOTE:  Please use the set.seed(711) before you generate the KNN model. 

Hint 1:  predobject<-knn(training X’s, testing X’s, training Y’s, k=value from task A) 



Hint 2: overall accuracy computed as:  mean(predobject==testing Ys) 

Task C:  What is the confusion matrix for this model using the test set of the y’s and their predicted values?  From 
this, what are the estimates of the sensitivity and specificity for the knn model? 

Hint: confusionMatrix(predicted values first, actual values second) 

Task D: Are the variables in knntrain.x on the same range?   

Hint: You can see the min and max values by typing summary(knntrain.x) or computing the ranges by typing: 
diff(apply(knntrain.x,2,FUN=range)) 

Hint 1: Note – you don’t need to standardize the y variables here!  Why? 

Hint 2:  to standardize the variables in the training/test sets use code like this: 

    knntrainxSTD<-apply(TRAIN X’s, 2, FUN=range01) 

    knntestxSTD <- (same thing as above, but you will need TEST X’s) 

Task E:  Repeat Task A using a set of covariates that have been standardized.  How does your optimal value of k 
compare to Task A.  

Note: PLEASE USE set.seed(72019) before you perform the 10-fold cross validation here! 

Hint: you will use the syntax from task A, but reset the seed to be 72019 by typing: > set.seed(72019) 

Task F: Repeat task B using the set of covariates that have been standardized.  This time, use seed 107. 

Hint: you will use the syntax from task B, but reset the seed to be 107 by typing: > set.seed(107) 

Task G:  Repeat Task C using the standardize set of covariates. 

 

CART Example: This example leverages the power of rattle but the corresponding R code to execute similar 
models can be found in the ASA2019LabData.R script file.  The ASA2019TreeData.RData also contains the data 
SPDtrain and SPDtest which we will use for this part to build a tree model to predict response status from a 
collection of covariate values that have been described in this article: 
https://www.surveypractice.org/article/2718-an-introduction-to-machine-learning-methods-for-survey-
researchers. 

The SPDtrain and SPDtest data sets were created from a larger file SPData2 also contained in the R workspace file 
and details of the creation of these data sets and pre-processing are available in the file ASA2019TreeData.R. 

The outcome of interest is newrespond20 and the predictors we want to use are all of the demographic 
variables including age, income, race, etc. that are listed in the table in the article referenced above.  The id 
number is not a predictor, but is included in the file just for reference. 

 

 

 

 

 

https://www.surveypractice.org/article/2718-an-introduction-to-machine-learning-methods-for-survey-researchers
https://www.surveypractice.org/article/2718-an-introduction-to-machine-learning-methods-for-survey-researchers


Task A: Process these data in Rattle to make sure we ignore the id number and select the newrespon20 as the 
outcome variable of interest.  Also, we will NOT create a partition of these data for our model creation. 

 

Task B: We will use the data file SPDtrain to create a tree model with the following parameters set: (we have 
already determined the value of the complexity parameter for this exercise. 

 

Task C: We will compute this model and then plot it. 

Task D:  Using the data in SPDtest, we will compute the AUC and the confusion matrix from which we can 
compute the model’s estimated accuracy, sensitivity and specificity. 

 

Task E:  Repeat task B, C and D except with the following values of the Complexity parameter: .0009, .001, 
0.0250.  For each of these values (and the one we used initially, .0022) compare prediction measures of accuracy 
including overall Accuracy, Sensitivity, Specificity and the AUC.   


