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1. Intro to LLMs





Large Language Models
Transformer: a specific kind of network architecture, like a 
fancier feedforward network, but based on attention



A very approximate timeline

• 1990 Static Word Embeddings

• 2003 Neural Language Model

• 2008 Multi-Task Learning

• 2015 Attention

• 2017 Transformer

• 2018 Contextual Word Embeddings and 
Pretraining

• 2019 Prompting



A stylized representation of transformers
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Let's consider the embeddings for an individual word from a particular layer





The Ladder of Generality (from 
Narayanan and Kapoor 2025)



2. Prompt Engineering and 
Reasoning

https://huggingface.co/docs/transformers/en/tasks/prompting
https://docs.anthropic.com/en/docs/build-with-claude/prompt-engineering/overview

https://huggingface.co/docs/transformers/en/tasks/prompting


Zero-shot learning

One key emergent ability in GPT-2 is zero-shot learning: the ability to 
do many tasks with no examples, and no gradient updates, by 
simply:

• Specifying the right sequence prediction problem (e.g. question 
answering):

Passage: Tom Brady... Q: Where was Tom Brady born? A: ...

• Comparing probabilities of sequences (e.g. Winograd Schema 
Challenge [Levesque, 2011]):

The cat couldn’t fit into the hat because it was too big.

Does it = the cat or the hat?

≡ Is P(...because the cat was too big) >=

P(...because the hat was too big)?



Zero Shot Prompting
Zero-shot prompting refers to the practice of giving a prompt to the model that it 

hasn’t been explicitly trained on, yet the model can still produce the desired 
output.

• Example 1: “Write a poem about the beauty of nature.”
• Example 2: “Translate this sentence into French: ‘I love eating pizza.’”
Pros:
• Can be used to generate a wide variety of outputs without needing explicit training 

data.
• Can be used to generate creative and novel outputs.
Cons:
• May not always produce the desired output.
• May require fine-tuning or experimentation to find effective prompts.
Use-cases:
• Generating creative content such as poems, stories, or artwork.
• Performing tasks that the model has not been explicitly trained on, such as 

translation or summarization.



Few-shot prompting
Few-shot prompting refers to presenting a model with a task or question along with a few 

examples of the desired output.
• Example 1: “Task: Convert temperatures from Celsius to Fahrenheit. Example: 0°C = 32°F, 

100°C = 212°F. Convert 25°C to Fahrenheit.”
• Example 2: “Task: Summarize a news article. Example: ‘A new study shows that eating 

chocolate can improve memory. Researchers found that people who ate chocolate daily 
performed better on memory tests.’ Summary: ‘Eating chocolate can improve memory, 
according to a new study.’ Summarize this article: ‘A recent report states that global 
warming is causing sea levels to rise at an alarming rate. Coastal cities are at risk of flooding 
if action is not taken to reduce carbon emissions.’”

Pros:
• Can be used to train the model to perform specific tasks with minimal training data.
• Can be used to generate more accurate and consistent outputs.

Cons:
• May require fine-tuning or experimentation to find effective prompts and examples.
• May not be as flexible as zero-shot prompting in generating novel outputs.

Use-cases:
• Training the model to perform specific tasks such as classification, translation, or 

summarization.
• Improving the accuracy and consistency of the model’s outputs



Few-shot learning/ In-context learning

Specify a task by simply prepending 

examples of the task before your example

Also called in-context learning, to stress that 

no gradient updates are performed when 

learning a new task (there is a separate 

literature on few-shot learning with gradient 

updates)
https://www.lakera.ai/blog/what-is-in-context-learning





COT leverages LLMs to fill in missing commonsense information



AI prompts vs. human prompts



Retrieval Augmented Generation

From Anthropic White Paper



How does this change information processing? 
LLM+ RAG+ Database =Enterprise Transformation







Comparison with LLM text embedding



In-context learning prompt



3. AI Agents



An agent is anything that can be viewed as 
perceiving its environment through sensors and 
acting upon that environment 
through actuators.

— Russell & Norvig, AI: A Modern Approach 
(2016)







Sequential task processing with LLM+ agents

Prompt: can I get an agent-based workflow along with rag for financial statement analysis

Workflow generated by Claude (along with code)



Sample Agent Workflows
1. Profitability Analysis Workflow
User Query: "How has the company's profitability changed over the last 3 years?" 1. Query Refinement 
Agent → Translates to specific profitability metrics to examine 2. Retrieval Agent → Fetches relevant 
income statements across time periods 3. Ratio Analysis Agent → Calculates gross margin, operating 
margin, net margin, ROA, ROE 4. Trend Analysis Agent → Identifies patterns in profitability metrics 5. 
Peer Comparison Agent → Benchmarks against industry averages 6. Insight Synthesis Agent → 
Summarizes key findings on profitability trends 7. Explanation Agent → Provides context on factors 
influencing profitability 8. Visualization Agent → Creates margin trend charts
2. Liquidity Assessment Workflow
User Query: "Is the company facing any liquidity risks?" 1. Query Refinement Agent → Identifies 
liquidity metrics to assess 2. Retrieval Agent → Fetches balance sheet, cash flow statements, and notes 
3. Ratio Analysis Agent → Calculates current ratio, quick ratio, cash ratio 4. Cash Flow Analysis Agent → 
Analyzes operating, investing, and financing cash flows 5. Debt Structure Agent → Reviews debt 
obligations and maturity schedule 6. Risk Assessment Agent → Evaluates liquidity position and 
potential constraints 7. Insight Synthesis Agent → Provides holistic liquidity risk assessment 8. Alert 
Agent → Flags any concerning liquidity trends



4. Gen AI as an aid in research



Sour

Source: Arvind Narayanan @random_walker



Opportunities

Source

https://www.nature.com/articles/s41586-023-06291-2/figures/1






What can LLMs do for business school 
style research?

Text as data by M. Gentzkow, B.T. Kelly, and M. Taddy: general introductory 
survey.

• Text algorithms in economics by E. Ash and S. Hansen: general introductory 
survey.

• A User’s Guide to GPT and LLMs for Economic Research by K. Bryan: 
examples of how to use LLM in your daily research.

• Second half of https://youtu.be/bZQun8Y4L2A by A. Karpathy: nice tricks for 
good prompting.

• Language Models and Cognitive Automation for Economic Research by A. 
Korinek: application of LLM for ideation, writing, background research, data 
analysis, coding, and mathematical derivations.



A toy example: ChatGPT for sentiment analysis

1. Step 1. Scrape/ gather a few online reviews (can be financial texts as well)
2. Step 2. Classify the text as positive/negative/ neutral using ChatGPT
3. Step 3. Run an aspect-based sentiment analysis
4. Experiment with prompts and compare different reviews/tweets/texts 

Example 1:

I took the following product: 
SAMSUNG 65-Inch Class Crystal UHD 4K CU8000 Series PurColor,Object Tracking Sound Lite, Q-Symphony, Motion 
Xcelerator, Ultra Slim, Solar Remote, Smart TV with Alexa Built-in (UN65CU8000,2023 Model)

Prompt:
• How do you feel about the following review: "The tv is good enough. The colors are brighter than our tv from 15 -20 
years ago that this replaced, but everything has a pink tinge to it no matter if I choose the "cool", "standard", "warm", or 
"warm 2" options. I've played with the contrast, etc too and haven't been able to get it completely gone. Not a big deal for 
us, but would prefer the skin tones of people to be more accurate in a future tv. This tv will NOT pair with our Dish 
hopper. I've tried a few different ways and it cannot find it. It does work as the PS3 remote, so that is nice. Not a huge de al 
for us either as Mom is used to the Dish remote and didn't want to learn a new one. We just switch to the Samsung tv 
remote when we want to use the PS3 or view an USB drive on the tv. Speaking of the USB drives...they have issues. 
Sometimes the tv will find it, sometimes not. I've tried reformatting the drive, making sure the size files are in range of 
what the tv can handle, etc. The only thing I've found to fix the issue is unplug the tv and plug it back in. It is kinda cool 
that you can put your own pictures on the tv. We use this as a cheap "Frame TV" and have a picture on the screen. The 
downside is since this isn't a proper "Frame TV" after an hour or two a screensaver comes on so the image doesn't burn 
into the tv. It's a nice saving feature, but kinda defeats the purpose of having art on it. There may be a way to turn the 
screen saver off but I haven't looked. We like that the tv has all the streaming apps we use: YouTube, Amazon, Netflix, 
Hulu, Disney+, etc."? Answer in one token: positive, negative, or neutral.



A toy example 2: ChatGPT for network 
analysis

Give me 20 pairs of the most important characters in the book "lord of the 

rings" with the weight of joint appearance of such pairs in the format 
"character1; character 2; weight". Each entry is on a new line







LLMs for difficult to elicit constructs

Example: Congressional legislation Consider descriptions of bills introduced in the 

United States Congress. Each text piece r ∈R refers to a bill’s brief description 

such as “A bill to revise the boundary of Crater Lake National Park in the State 

of Oregon.” The economically relevant outcome Yr might be whether the 

associated bill passed its originating chamber of Congress. The candidate 
economic determinant Wr of the bill’s text might be the party affiliation or roll-

call voting score of the bill’s sponsor. 

Example: Financial news headlines Consider financial news headlines about 
publicly traded companies. Each text piece r∈R refers to a particular financial 

news headline such as “Bank of New York Mellon Q1 EPS $0.94 Misses $0.97 

Estimate, Sales $3.9B Misses $4.01B Estimate.” The economic outcome Yr 

might be the company’s realized return in some event window after the 

headline’s publication date, while the candidate determinant Wr of the news 
headline itself could be the company’s past fundamentals.

Example from Ludwig, Mullainathan and Rambachan (2025)





Scenario-based experiments published in five journals between 2015-2024

Organizational Behavior and Human Decision Processes (OBHDP), Academy of 

Management Journal (AMJ), Journal of Applied Psychology (JAP), Journal of Personality 

and Social Psychology (JPSP), and Journal of Experimental Psychology: General (JEP)









5. Bias in Generative AI



Bias in Language Models: Example 
from @kareem_carr

Graphical user interface, text, application

Description automatically generated

https://cdn.substack.com/image/fetch/f_auto,q_auto:good,fl_progressive:steep/https%3A%2F%2Fbucketeer-e05bbc84-baa3-437e-9518-adb32be77984.s3.amazonaws.com%2Fpublic%2Fimages%2Fbc434d2b-316e-473f-94c4-6a51092a84a2_1174x664.png


Solutions exist. (Example from Robyn Speer)
Word associations after de-biasing

Word associations before de-biasing



Bias: Stable Diffusion’s Rendering of “CEO”



Generative AI hallucinations



Once again, solutions exist..



Retrieval Augmented Generation 
(RAG)



A personal anecdote



Some issues from Notebook LM

• Seemingly coherent as it tries to place 
papers in their broader context — and often 
even accurate, though it frequently makes 
massive errors very confidently. 

• It makes up its own analogies and 
incorporates really human-sounding 
linguistic and conversational features



Generalization





Sample selection to avoid 
generalization..



6. Best practices with Gen AI



How can we best equip the current 
generation of students and postdoctoral 
researchers at our institutions to make 
responsible decisions in the use of 
Generative AI technology?

Be aware of pitfalls

Be aware of generalization issues



Be aware of pitfalls..



Guidelines for researchers

Remain ultimately responsible for scientific output.
• Researchers are accountable for the integrity of the content13 generated by or with
the support of AI tools.
• Researchers maintain a critical approach to using the output produced by
generative AI and are aware of the tools’ limitations, such as bias, hallucinations14
and inaccuracies.
• AI systems are neither authors nor co-authors. Authorship implies agency and
responsibility, so it lies with human researchers.
• Researchers do not use fabricated material created by generative AI in the
scientific process, for example falsifying, altering or manipulating original research
data.



Use generative AI transparently.
• Researchers, to be transparent, detail which generative AI tools have been used
substantially15 in their research processes. Reference to the tool could include the
name, version, date, etc. and how it was used and affected the research process. If
relevant, researchers make the input (prompts) and output available, in line with
open science principles.
• Researchers take into account the stochastic (random) nature of generative AI
tools, which is the tendency to produce different output from the same input.
Researchers aim for reproducibility and robustness in their results and conclusions.
They disclose or discuss the limitations of generative AI tools used, including
possible biases in the generated content, as well as possible mitigation measures.
Pay particular attention to issues related to privacy, confidentiality and
intellectual property rights when sharing sensitive or protected information with
AI tools.
• Researchers remain mindful that generated or uploaded input (text, data, prompts,
images, etc.) could be used for other purposes, such as the training of AI models.
Therefore, they protect unpublished or sensitive work (such as their own or others’
unpublished work) by taking care not to upload it into an online AI system unless
there are assurances that the data will not be re-used, e.g., to train future language
models or to the untraceable and unverifiable reuse of data.



When using generative AI, respect applicable national, EU and international legislation, as in 
their regular research activities. 

• Researchers pay attention to the potential for plagiarism (text, code, images, etc.) when 
using outputs from generative AI. Researchers respect others’ authorship and cite their work 
where appropriate. The output of a generative AI (such a large language model) may be based 
on someone else’s results and require proper recognition and citation. 

• The output produced by generative AI can contain personal data. If this becomes apparent, 
researchers are responsible for handling any personal data output responsibly and 
appropriately, and EU data protection rules are to be followed.

5. Continuously learn how to use generative AI tools properly to maximise their benefits, 
including by undertaking training.

6. Refrain from using generative AI tools substantially in sensitive activities that could impact 
other researchers or organisations (for example peer review, evaluation of research proposals, 
etc).

• Avoiding the use of generative AI tools eliminates the potential risks of unfair treatment or 
assessment that may arise from these tools’ limitations (such as hallucinations and bias).

• Moreover, this will safeguard the original unpublished work of fellow researchers from 
potential exposure or inclusion in an AI model (under the conditions detailed above in the 
recommendation for researchers #3).





Five Principles of Human 
Accountability and Responsibility

• Transparent disclosure and attribution

• Scientists should clearly disclose the use of generative AI in research, 
including the specific tools, algorithms, and settings employed; accurately 
attribute the human and AI sources of information or ideas, distinguishing 
between the two and acknowledging their respective contributions; and 
ensure that human expertise and prior literature are appropriately cited, 
even when machines do not provide such citations in their output.

• Model creators and refiners should provide publicly accessible details about 
models, including the data used to train or refine them; carefully manage 
and publish information about models and their variants so as to provide 
scientists with a means of citing the use of particular models with specificity; 
provide long-term archives of models to enable replication studies; disclose 
when proper attribution of generated content cannot be provided; and 
pursue innovations in learning, reasoning, and information retrieval 
machinery aimed at providing users of those models with the ability to 
attribute sources and authorship of the data employed in AI-generated 
content.



• Verification of AI-generated content and analyses
• Scientists are accountable for the accuracy of the data, 

imagery, and inferences that they draw from their uses of 
generative models. Accountability requires the use of 
appropriate methods to validate the accuracy and reliability of 
inferences made by or with the assistance of AI, along with a 
thorough disclosure of evidence relevant to such inferences. It 
includes monitoring and testing for biases in AI algorithms and 
output, with the goal of identifying and correcting biases that 
could skew research outcomes or interpretations.

• Model creators should disclose limitations in the ability of 
systems to confirm the veracity of any data, text, or images 
generated by AI. When verification of the truthfulness of 
generated content is not possible, model output should 
provide clear, well-calibrated assessments of confidence. 
Model creators should proactively identify, report, and correct 
biases in AI algorithms that could skew research outcomes or 
interpretations.



Documentation of AI-generated data
• Scientists should mark AI-generated or synthetic data, 

inferences, and imagery with provenance information 
about the role of AI in their generation, so that it is not 
mistaken for observations collected in the real world. 
Scientists should not present AI-generated content as 
observations collected in the real world.

• Model creators should clearly identify, annotate, and 
maintain provenance about synthetic data used in their 
training procedures and monitor the issues, concerns, and 
behaviors arising from the reuse of computer-generated 
content in training future models.



A focus on ethics and equity
Scientists and model creators should take credible steps to ensure that their uses of AI produce 
scientifically sound and socially beneficial results while taking appropriate steps to mitigate the risk of 
harm. This includes advising scientists and the public on the handling of tradeoffs associated with 
making certain AI technologies available to the public, especially in light of potential risks stemming 
from inadvertent outcomes or malicious applications.
Scientists and model creators should adhere to ethical guidelines for AI use, particularly in terms of 
respect for clear attribution of observational versus AI-generated sources of data, intellectual property, 
privacy, disclosure, and consent, as well as the detection and mitigation of potential biases in the 
construction and use of AI systems. They should also continuously monitor other societal ramifications 
likely to arise as AI is further developed and deployed and update practices and rules that promote 
beneficial uses and mitigate the prospect of social harm.
Scientists, model creators, and policymakers should promote equity in the questions and needs that AI 
systems are used to address as well as equitable access to AI tools and educational opportunities. These 
efforts should empower a diverse community of scientific investigators to leverage AI systems 
effectively and to address the diverse needs of communities, including the needs of groups that are 
traditionally underserved or marginalized. In addition, methods for soliciting meaningful public 
participation in evaluating equity and fairness of AI technologies and uses should be studied and 
employed.
AI should not be used without careful human oversight in decisional steps of peer review processes or 
decisions around career advancement and funding allocations.



Continuous monitoring, oversight, and public engagement
• Scientists, together with representatives from academia, industry, government, 

and civil society, should continuously monitor and evaluate the impact of AI on the 
scientific process, and with transparency, adapt strategies as necessary to maintain 
integrity. Because AI technologies are rapidly evolving, research communities must 
continue to examine and understand the powers, deficiencies, and influences of 
AI; work to anticipate and prevent harmful uses; and harness its potential to 
address critical societal challenges. AI scientists must at the same time work to 
improve the effectiveness of AI for the sciences, including addressing challenges 
with veracity, attribution, explanation, and transparency of training data and 
inference procedures. Efforts should be undertaken within and across sectors to 
pursue ongoing study of the status and dynamics of the use of AI in the sciences 
and pursue meaningful methods to solicit public participation and engagement as 
AI is developed, applied, and regulated. Results of this engagement and study 
should be broadly disseminated.



Thank you!
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